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1. RESEARCH OBJECTIVES

The purpose of this work was to investigate the
interactions among impurities, defects, and complexes
in GaAs which adversely affect the yield and performance
of high-speed GaAs integrated circuits. To achieve this
objective the following experimental approach was
employed: Impurities were introduced into GaAs by doping
: during epitaxial growth and by ion-implantation into
ﬂ bulk samples. Annealing was performed under controlled
atmospheres with applied fields. The resulting samples
were characterized by a combination of low and high
temperature resistivity and Hall measurements, differ-
f ential capacitance measurements, far and near infrared
photoconductivity measurements, photoluminescence, and
secondary ion mass spectroscopy. These data were then
analyzed with impurity incorporation, redistribution,
complex formation, and other models.
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2. SUMMARIZED RESULTS

The results of these measurements and analyses are
summarized below. For more details on any subject the
reader is referred to the appropriate section in the
Appendices.

2.1 IDENTIFICATION OF IMPURITIES

With the availability of high-purity GaAs from a
variety of epitaxial growth techniques, improved donor
identifications were made by far infrared photoconductivity
measurements. Samples grown by AsCl3-H2 VPE, AsCl3-N2 VPE,
AsH§ VPE, LPE, MBE, and MOCVD were examined and the common
residual donors were identified. (See Section A.l).

Photothermal ionization spectroscopy was also used
to determine the residual donor species present and their
relative concentrations in the highest purity MBE n-GaAs
reported. Data were obtained for samples grown in two
different MBE growth reactors; one using elemental As and
the other using cracked AsH3 as the arsenic source. 1In
spite of the substantial differences between growth systems,
the donor backgrounds were quite similar. (Section A.2).

Far infrared photoconductivity measurements on Si
doped GaAs grown by molecular beam epitaxy (MBE) indicated
that the impurity peak previously assigned to Si was in-
correct. Data leading to the new identification were ob-
tained and the results leading to the earlier identification
were reexamined. Implications of the new identification on
the importance of Si as a residual donor in GaAs grown by
various techniques were obtained. (Section A.3).

Photothermal ionization data for undoped and S-doped
epitaxial GaAs grown by metalorganic chemical vapor depo-
sition (MOCVD) provided a positive identification of the
S donor. This identification was unambiguous because

S is not a significant residual impurity in the undoped
MOCVD GaAs used for these measurements. Implications of
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the new identification for the importance of S as a
residual donor in epitaxial GaAs prepared by various
other growth techniques were found. (Section A.4).

Unintentionally-doped samples grown by LPE in graphite
boats in seven different laboratories were characterized
using variable temperature photoluminescence and photo-
thermal ionization spectroscopy. The dominant residual
donor was always S, with Sn, Pb, and Si donors also ob-
served. The main residual acceptors were Si and C but Mg
and Ge were also present. It was found that the residual
amphoteric impurities Si and Ge incorporate preferentially
as acceptors while residual Pb and Sn incorporate prefer-
entially as donors. The results suggest that S may be the
main volatile donor species removed from the melt by
baking. (Section A.5).

An analytical study of the impurities in trimethyl-
gallium (T!Ga) and subsequent correlation of the effect
of these impurities on resulting CaAs films grown by
metalorganic chemical vapor deposition (MOCVD) was per-
formed. The effects of using fractional distillation
techniques to improve the quality of T!NGa and to help
isolate and identify major source impurities in TMGa were
examined. Photothermal ionization data were obtained which
show the residual donor species present and their relative
concentrations in the epitaxial layers. Correlations of
the residual donor concentrations with TMGa preparation
were obtained. It was demonstrated that high purity GaAs
with u77Kr=125,000 cmz/V-sec can be grown by MOCVD using
repurified trimethylgallium and arsine source materials.
(Section A.6).
2.2 REDISTRIBUTION OF IMPURITIES AND DEFECTS

The distribution of impurities incorporated in epitax-
ial layers during their growth was determined by diffusion

due to concentration gradients and by drift in the built-in
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electric field. This problem was previously treated in
the approximation that the impurities reach their equil-
ibrium distribution during growth. We extended this
calculation to treat impurity drift and diffusion under
non-equilibrium conditions, a situation much more charac-
teristic of most realistic growth conditions. In the new
calculation, the solution of the Shockley-Poisson problem
is exact and the boundary condition at the growth interface
is an approximation based on the electrostatics of surface
states. The new calculation also permits consideration of
outdiffusion from the substrate, a phenomenon of technologi-
cal significance. It is also capable of modeling variations
of source impurity concentration and growth rate during
epitaxial growth. Calculations modeling n-type GaAs epitaxy
of practical interest were obtained. (Section B.1l).

A model of Cr in GaAs which is consistent with a large
body of experimental data was developed. It relies on
spectroscopic models and on our interpretation of redistri-
bution and electrical data, all of which indicate the exist-
ence of Cr complexes. The existence of rapidly diffusing
interstitial Cr donors was assumed and justified. The
model offers a unified picture of the effects of implanta-
tion on the Cr profile. It contains mechanisms for compen-
sation and redistribution, which offer an explanation of the
semi-insulating properties of Cr doped GaAs and of the two
apparently incompatible classes of diffusion and anneal data.
The redistribution depends on how the Cr was incorporated
and on the vacancy concentration profiles. A study of
representatives of the two classes of redistribution data
provided an estimate of the lower limit of interstitial Cr
diffusion constant and of the vacancy diffusion lengths in
GaAs. (Section B.2).

During the annealing of ion-implanted Cr-doped GaiAs,
Cr often redistributes and accumulates at the surface.

T e BT
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Although this behavior has been attributed to strain fields
and other mechanisms, the widths of these accumulation re-
gions suggest that electric fields due to surface states
are a limiting factor in Cr redistribution. For this reason
we developed a thermodynamic model for Cr redistribution
which takes into account the electric field due to surface
states. A qualitative fit to SIMS data on annealed unim-
planted GaAs samples was obtained with this model. We also
used applied voltages during annealing to modify the amount
of band bending and Cr buildup at the surface. This experi-
ment indicated that the accumulated ions were positively
charged. We concluded from these experiments that electric
fields play a significant role in the redistribution of Cr
at Gaas surfaces. (Section B.3).
For ion-implanted samples systematic differences were
; found between annealing conditions where the Cr is observed
; to redistribute and the conditions where it does not. When

Cr redistribution was observed, we separated electrical from

chemical and/or strain interactions. The results indicated
that electrical interactions are at least a limiting factor
and in most cases a dominant factor in Cr redistribution.
Thus, Cr redistribution in jion implanted samples can be
minimized or eliminated by annealing at temperatures such
that the background free carrier concentration screens out
, any internal electric fields. (Section B.4).

I . 2.3 INCORPORATION OF IMPURITIES AND DEFECTS

The incorporation of Group IV impurities as donors and

as acceptors in high purity epitaxial GaAs was investigated
using photothermal ionization spectroscopy and variable
temperature photoluminescence to detect donors and acceptors
respectively. Samples from several sources of high purity
LPE, Ascl3-VPE, AsH3-VPE, MOCVD, and MBE grown GaAs were
measured to establish the typical residual impurities present
and their relative concentrations. For AsH3-VPE, MOCVD, and
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MBE GaAs, impurity incorporation data were obtained as a
function of III/V ratio. The relative incorporation of
amphoteric impurities as donors and acceptors was compared
to the model of Teramoto (1972) for LPE and its extension
to AsCl,-VPE by Ashen et al. (1975). (Section C.1).

To directly examine possible impurity interactions or
complexing in GaAs, multiply-doped epitaxial layers were
prepared. Samples doped both homogeneously and inhomo-
geneously with H,0 and H,S exhibited effects which indicate
that: (1) H,0 produces free carrier compensation and deep
donor behavior; and (2) H20 affects the incorporation and/or
diffusion of sulfur. Experiments were performed to obtain
more insight into these interactions. (Section C.2).

2.4 INTERACTIONS AMONG IMPURITIES AND DEFECTS

We calculated the correlation function for a pair of
specific particles making nearest-neighbor jumps in a
simple-cubic lattice. Short-ranged interactions were in-
cluded by allowing one jump rate when the particles are
separated and arbitrary jump rates into and out of configura-~
tions where the particles are nearest neighbors. This
correlation function was then used to calculate the effects
of particle repulsion (or attraction) on Tl(I-I), the
motionally altered spin relaxation time due to the dipolar
interaction between the hopping particles. The frequency
or magnetic-field dependence of this relaxation time is not
what one would expect from simply doctored second-moment
arguments. (Section D.1l),.

The electrostatic effects on the energy of a hydrogenic
donor complex in the presence of an externally applied mag-
netic field were investigated. A complex was defined as an
impurity of net charge one whose charge distribution is not
equivalent to a single simple point charge. The results were
examined with respect to photoconductivity measurements of

the 1ls-2p shallow donor lines in GaAs. A study of these
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far infrared photoconductivity donor spectra in a magnetic
field indicated several features which were inconsistent
with a second order Stark-shifted lineshape. It appears
that many of the shallow donors have lower symmetry tuan
the atoms they replace. This could be due to donor atoms
displaced from simple substitutional sites or hydrogenic
donor complexes. (Section D.2).

The effects of fluctuations in the Coulomb potential
due to charged impurities in high-purity n-type III~-V semi-
conductors were examined at low temperatures. Assuming that
charged donors and acceptors are randomly distributed at high
temperatures, we concluded that the donors are selectively
filled at low temperatures leaving non-random distributions
of charged and filled donors. The potential fluctuations
from these distributions can approximately account for a num-
ber of experimental observations on low-temperature high-

e e

purity GaAs including the apparent decrease of donor binding
energy with increasing impurity concentration observed in

— g

Hall measurements, the sharpness and temperature dependence
of the 1ls-2p transition along with the diffuse ls-~conduction

band edge observed in photoconductivity experiments, and the
i fact that experimentally observed photoconductivity line-
' shapes are narrower than those previously predicted.
(Sections D.3 and D.4).

We also calculated the second-order shifts in the ener-
gies of the ls and 2p_l states of hydrogenic donors in a mag-
netic field due to electric fields and combination of
electric and strain fields in a piezoelectric medium. The
results indicate a possible explanation of different line
shapes and linewidths associated with different donors as
observed in far infrared photoconductivity experiments on
GaAs. (Section D.5).

2.5 ELECTRON SCATTERING FROM IMPURITIES AND DEFECTS

The magnetic-field dependence of the Hall factor was

investigated theoretically and experimentally. The theory
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included arbitrary band structure, carrier degeneracy, and
wave functions assuming isotropic media and carriers behaving
as spinless Fermions without energy-level quantization. Com-
parisons between theory and experiments on high-purity GalAs
from the low magnetic-field limit to the classical high mag-
netic-field limit agree to within 0.8 percent. This result
indicates that the concentrations of electrically active impur-
ities and defects can be obtained from Hall measurements
with a high degree of reliability. (Sections E.l and E.2).
Static strains in piezoelectric semiconductors give
rise to an electric field or potential which can have an
effect on the electrical properties of the material. We
calculated the electric potential due to the strain fielgd
arising from a random distribution of point defects. This
potential contributes a term to the mobility that is pro-
1/2 and a Hall factor of 1.10. Crude esti-

mates of strain strengths indicate that this scattering

portional to T

mechanism may contribute significantly to the mobility of
electrically rather pure III-V semiconductors below room
temperature when neutral impurity concentrations are
greater than lOlscm_3. The mechanism may also constitute
a dominant one in the mobility of some III-V alloys at
fairly low temperatures. The existence of strain induced
electric potentials also provides at least a possible
mechanism whereby different donors can have different
lineshapes as measured in photoconductivity expermiments.
(Section E.3).

Suitability of the Born approximation and the Boltzmann
equation was demonstrated for the scattering of free-carrier
electrons by random-alloy atomic potentials in semiconductor
alloys. Composition dependences of alloy-scattering poten-
tial strengths were hypothesized and electron scattering
rates were derived. "Order parameters" were derived from
scattering theory and compared to those derived previously
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from statistical and thermodynamic arguments. The treatment
was generalized to include ternary, quaternary, and lattice-
matched alloys which, in general, show more complicated
order-parameter dependencies than the previously known
x(1l - x) dependence for ternary zincblende-alloys. The
results are also applicable to dilute alloys such as

those produced by neutral impurities. Electron-momentum
relaxation-rate expressions were obtained, including non-
parabolic Kane bands and admixed wave functions appropriate
to small energy-gap semiconductors. Electron drift mo-
bility, as determined by alloy scattering, was derived in
"he effective~mass limit which shows that any short-range
alloy potential yields the experimentally observed l/vaféT
dependence reported in the literature. An effective-charge
model for alloy scattering was compared to experiments on
Al Ga;_.
isolated Al atoms in GaAs was found to be 0.145 electron

As. The magnitude of the effective charge on

charges. (Section E.4).
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A. IDENTIFICATION OF IMPURITIES

Inst. Phys. Conf. Ser. No. 63: Chapter 4 143
Paper presented at Int. Symp. GaAds and Related Compounds, Japan, 1981

Identification of residual donor impurities in gallium arsenide

T.S. Low and G.E. Stillman

Electrical Engineering Research Laboratory, Materials Research Laboratory,
and Coordinated Science Laboratory

University of Illinois at Urbana-Champaign, Urbana, Illinois 61801

C.M. Wolfe
Semiconductor Research Laboratory, Washington University
St. Louis, Missouri 63130

Abstract Residual donor species in high purity AsCl3-VPE, asH3-VPE, LPE,
MBE and MO-CVD GaAs have been detected using photothermal ionization
spectroscopy, and typical relative donor concentrations for each techni-
que have been determined. These data are compared with earlier results
and the current status of donor identification in GaAs is assessed.

1. Introduction

The nearly hydrogenic energy level spectra of residual domors in high
purity GaAs have been studied by several groups using photothermal ioniza-
tion spectroscopy. Since the donor ground state energy differs slightly
from the value predicted from hydrogenic theory, and since this difference
is donor species dependent, each hydrogenic transition in a photothermal
ionization spectrum contains several closely spaced peaks. Each peak cor-
responds to a particular donor species present, and has an amplitude which
is a measure of the relative concentration of that donor species. This
multiplet structure is most easily resolved at high magnetic fields (about
5 T) in che hydrogenic ls-2p(m=-1) transiction. For this reasonm, all the
spectra which appear in this paper show only this transition. The success-
ful agglicacion of photothermal ionization spectroscopy requires that

N,.sl0 em™3 to avoid donor interaction. Photothermal ionization spectra
have been recorded for high purity GaAs produced by AsCl3~VPE, AsH3-VPE,
LPE, MBE and MO-CVD growth techniques. The residual donors observed in
such unintentionally doped GaAs are for the most part characteristic of the
growth technique employed, and independent of the laboratory in which the
samples were prepared. Electrical properties of the samples whose spectra
are shown in the figures are given in Table 1.

2. 559;3—VPE Growth Technique

Results on high purity VPE growth of GaAs prior to 1970 have been reviewed
previously (Wolfe et al. 1970). Ac that time the only VPE technique that
had produced high purity GaAs was the AsClj-Ga-H, vapor ghase system. Epi-
taxial material with carrier concen:ritions of n 7=5x10l em~3 and liquid
nitrogen mobilities of u77=200.000 cm*/Vs could ge routinely produced. Be-
cause of the successful growth of extremely high purity GaAs by the AsClq-
Ga-H, VPE system, much of the early donor identification work was done
with macerial prepared by this technique. Wolfe et al. (1976) doped with
Si, Ge, Sn, Pb, S, Se and Te by adding a small amount of the dopant in
elemental form to the Ga melt. They also attempted to dope with O by
adding Ga;03 to the melt, and with C by placing a high purity graphite
source near the growing layer. By comparing the spectra of the lightly
doped samples with those of unintentionally doped samples grown in the same
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Fig.l Characteristic donor peaks for
GaAs grown by various techniques and
several author's identifications.
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relative concentrations. (B=5.25 T).

reactor, identifications of spectral
peaks in the ls-2p(m=-1) transition
with their chemical donor species
could be made with reasonable certain- 100
ty for Si, Ge, Sn, Pb, S, and Se. The
identifications of C, and Te were con- 4 %
sidered tentative, while 0 was appsr- ;
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These identifications and the well
established photothermal ionization
peak positions are shown in Fig.l.
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A gpectrum for an undoped AsCli-Ga-H,

sample is shown in Fig.2(a). The peaks 03 'y + %
%1, X5, and X3 are the residual donors Waverumber (cm™1)

characteristic of this growth techni-

que and the relative concentrations of

these donors, indicated by the peak F18:2 Spectra of AsCly grown samples.
heights, are also typical.

A variation of the AsCl;-Ga-H, technique, in which ¥, is used as the carri-
er gas instead of Hj, has been explored by Dazai, et al. (1974). Ozeki et
al. (1977) grew samples using both techniques and found that, while samples
grown with the H, carrier gas showed the usual three residual donors X),X2,
and X3, samples grown with Ny as the carrier gas showed no evidence of X;.
These workers kindly loaned us samples, one grown with Hj, and one grown
with Ny carrier gas. Spectra for these samples appear in Fig.2(b) and 2(c)
respectively. Since the position of the ls-2p(m=-1) transition changes
with magnetic field, all three of the spectra in Fig.2 were taken leaving
the superconduccing magnet in persistent mode, to facilitate comparison of
peak positions between our standard sample in Fig.2(a) and the other two
samples. These measurements confirm the results of Ozeki et al. (1977)
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that X; is suppressed in the AsCl;-Ga-N, VPE growth system.

3. égﬂ3-VPE Growth Technique.

While the chloride vapor phase growth technique has produced the highest
purity GaAs, the hydride (AsHy-Ga-HCl-H;) growth technique is advantageous
for the growth of GalnAsP alloys. Kenned{ (1979) has produced high purity
GaAs epitaxial layers with uyy:=167,000 cm¢/Vs and more recently samples with
u77:200.000 cm2/Vs have been grown by Abrokwah (198l1). Photothermal ioniza-
tion spectra for several samples provided by both have shown the residual
donors to be X;, X; and X3, with X being dominant while the concentrations
of X; and X3 are sometimes quite small. A spectrum for a typical hydride
VPE sample, grown by Kennedy is shown in Fig.3. The positions of the mark-
ers for X;, X; and X;, which appear in this and all the other figures were
determined by comparison with a spectrum taken for our standard sample at
precisely the same magnetic field.

4. LPE Growth Technique.

There has been considerable effort in the LPE growth of high purity Gaas.
Cooke, et al. (1978) and Stradling (1981) examined both undoped samples and
samples doped with Sn, Pb, and Se, and confirmed the identifications for
these dopants made by Wolfe et al. (1976). The residual donors they observ-
ed in undoped LPE material from three different laboratories corresponded
to Pb, Sn and X, in roughly the ratios of 1:2:3. An example of spectra for
high purity LPE GaAs samples grown by Tiwari and Eastman (1979) is shown

in Fig.4. As reported by Cooke et al. (1978) and also Morkog, et al.(1980)
the dominant residual donors in these samples are Sn and X; with a smaller
concentration of Pb. In addition a peak due to X, is resolved in this spec~
trum, and while this is the first observation of X; in LPE GaAs, the prox-
imity of the X; and Sn peaks and the typically large residuval Sn concentra-
tions in LPE material may have prevented its observation in earlier work.
In the spectrum of another undoped LPE GaAs sample grown by Abrokwah (1980)
Pb was absent and only traces of X; and Sn were detected leaving Xz as the
gsingle dominant residual donor.

S. MBE Growth Technique.

High purity unintentionally doped GaAs grown by MBE using a metallic As
gource is p-type. Using Sa doping Morko¢ and Cho (1977) produced a 27 um
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Fig.5 Photothermal ionization Spec- rrym for Dapkus' et al MO-CVD sample.
trum for Calawa's MBE sample. -

thick n-:yge sample with a carrier concentration of 4x101%4 cm™3 and u477:
105,000 cm4/Vs. The spectrum of this sample showed Pb, possibly Xy, and
X7, in addition to the intentionally added Sn. MBE samples grown by
Collins (1981) using a metallic As source but Si instead of Sn doping show-
ed pronounced X; and smaller X, peaks in their photothermal ionization
spectra. Unintentionally dopeg MBE samples grown by Calawa (198l) using As
provided by cracking AsHj as it encered the growth chamber were also mea-
sured. The layers grown in this way were n-type. Photothermal ionization
spectra for these samples (see Fig.5) showed the presence of Pb, Sn and X,
while X; was observed clearly in only one of the samples. The presence of
Sn in these spectra is probably a result of previous use of Sn as a dopant
in the same growth chamber.

e ———
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6. MO-CVD Growth Technigue.

| The first report of high purity GaAs growth by MO-CVD was by Seki et al.
(1976) who used triethylgallium as the metalorganic source to grow samples
with uyy:125,000 cm?/Vs, Dapkus et al. (198l) subsequently prepared MO-CVD
samples with uys as high as 125,000 wm?/Vs using a trimethylgallium source.
Spectra recorded in our laboratory for ten such unintentionally doped
samples showed the dominant donor to be X3, Only a trace of Pb was observed
i in one sample, while X;, Sn and X, were seen in concentrations which varied
and occasionally became comparable to that of X;, depending on growth para-
meters and source material. An example spectrum for this high purity MO~-CVD
material is shown in Fig.6. These results are to be compared with the
earlier measurement of an alkyl grown sample by Cooke et al. (1978) who
observed only Pb and X3 in the ratie of 7 to 10,

7. Current State of Donor Identification

There is general agreement in the literature on the energy at which photo- ‘
thermal ionizacion peaks occur, and for Pb, Sn and Se the association of

peaks with their chemical donor species is fairly well established. There :
is controversy however, over the identification of some of the other peaks !
observed in GaAs.

In the work of Wolfe et al. (1976) the peak X; could not be correlated with
a chemical donor species and, because this peak had not been observed in

.
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high purity LPE macerial, it was suggested that it might involve a stoichio-
metric defect (i.e. a Ga vacancy (Stillman et al. 1976)). Recent annealing
experiments on high purity GaAs have tended to support this identification
(Stradling 1981). However, the presence of X; in undoped material grown

in the AsCl;-H; system, and its absence in that grown by the AsClj-N, sys-
tem of Ozeki et al. (1977) suggest that X; might be associated with 5i, in
view of the expected role of Hy in Si incorporation reactions. These au-
thors observed the peak X; in a 51 doped AsCly-N, grown sample and also
observed a correlation between the appearance of X) and the presence of a
Si peak in photoluminescence. Also, the MBE samples grown by Collins (1981)
in which Si doping was used to render the samples n-type, showed a dominant
X) peak and a small X, pesk in their spectra, and larger carrier concentra-
tion (indicating heavier Si doping) correlated with a larger ratio of Xy to
X, peak heights. These results and those of Ozeki et al. (1977) are con-
vincing evidence for the association of xl with Si,

In their earlier work, Wolfe et al. (1976) observed an increase in relative
amplitude and broadening of the X; peak in their Si doped sample as compar-
ed with a control sample grown in the same AsClj-H, reactor. Ozeki et al.
(1977) on the basis of a similar increase in amplitude and broadening at-
tributed X; to S. Samples doped by adding elemental S to the Ga melt of an
AsCl,-H, reactor, show a new peak between X, and X, as shown in Fig.7, but
samples doped using H,S, grown im a similar AsCly-H, system and measured in
our laboratory, show only X3, X, and Xy. Asfar et al. (1980) identified S
with a peak at lower energy than X; in H,S doped AsCl;-H, grown material.

The peak Xy was tentatively correlated with C by Wolfe et al. (1976) but
Ozeki et 21.(1977) concluded that C was not incorporated in GaAs as a domor
and observed an increase of the amplitude of this Xj peak after doping with
Ge. Stoelenga et al. (1978) and Asfar et al. (1980) have performed neutron
transmutation doping (which is expected to produce only Se and Ge donors)
on samples which subsequently showed an increase in the amplitude of the
peak XJ. Since the position of the Se peak is well established this is
further evidence that X, is associated with Ge. The earlier Ge doping ex-
periments of Wolfe et al. (1976) and Cooke et al. (1978) seer-~d to indicate
that the Ge peak occured below X, in energy but recent experiments in our
laboratory suggest that the peak observed was due to line-shape effects and
that the true position of the Ge peak probably coincides with the peak Xj;.

Congiderable work obviously remains to
obtain absolute identification of the
donor impurities in GaAs and in par-
ticular to identify the source of the
residual impurities in the various
growth techniques. The present results
and identificacions pose many inter-
esting and new problems conc-rning
impurity incorporation in epitaxial
GaAs. For example, 1if X, 1s due to Si,
then Si is not a significant residual
3 L L e donor impurity in LPE GaAs. If X, is
32 3 o s 3 due to Ge, neglecting the possible
Weverumper (em=") degeneracy C and Ge, then Ge is the
dominant residual donor in MO-CVD
GaAs. If X, 1s due to S as identified
by Ozeki et al. (1977), then the two

Fig.7 Spectrum for Wolfe's
AsCly-H, grown S doped sample.
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other peaks attributed to S by Stillman et al. (1976) and Asfar et al.
(1980) remain unexplained. In spite of these complications and uncertain-
ties, photothermal ionization spectroscopy is the only characterizacion
mathod that can reliably discinguish and identify the electrically active
chemical donor species present in high purity epitaxial Gaas.
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Table 1 Electrical Properties

Fig. Sample uz7 (cmZ/Vs) n77 (cm-s) t(um)
2(a)  AsClz-H, VPE (Wolfe) 201,000 4.5x10%3 56
2(b)  AsCly-H; VPE (Ozeki et al) 95,000 3.0x10t3 20
2(c)  AsCly-Nj VPE (Ozeki er al) 132,000 2.0x10%3 20
3 AsH; VPE (Kennedy) 137,000 7.0x1013 26
4 LPE (Tiwari et al.) 129,000 1.2x1014 14
5 MBE (Calawa) 108,000 6.3x1013 5
6 MO-CVD (Dapkus et al) 106,000 2.1x10l4 30
7 ASCl,-Hg=S VPE (Wolfe) 74,000 9.3x101% 83
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a.2 Spectroscopy of donors in high purity GaAs grown by molecular beam
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Photothermal ionization spectroscopy has been used to determine the residual donor species
present and their relative concentrations in the highest purity molecular beam epitaxial (MBE)
n-GaAs yet reported. Data are presented for samples grown in two different MBE growth
reactors: one using elemental As and the other using cracked AsH, as the arsenic source. In spite
of the substantial differences between growth systems, the donor backgrounds are quite similar.

PACS numbers: 72.20.Jv

Molecular beam epitaxy (MBE) of III-V semiconduc-
tors is of great interest for semiconductor device applications
because of its capability for producing highly uniform layers
with precisely controlled thicknesses and doping profiles.
For some applications, such as field-effect transistor (FET)
buffer layers and undoped layers in high electron mobility
transistors, it is also important to be able to grow high purity
material. In this letter we report photothermal ionization
measurements of the shallow donor species present in high
purity MBE GaAs samples grown in two different
laboratories. _

Photothermal ionization spectroscopy' is a technique
which can be used to detect the donor species present and
measure their concentrations relative to the total donor con-
centration in high purity semiconductor samples. The ex-
trinsic photoconductivity spectrum of a high purity n-type
GaAs sample consists of sharp peaks at energies correspond-
ing to transition energies of the hydrogenic donors. Because
different donor species have slightly different ground-state
energies but nearly identical excited-state energies, each hy-
drogenic transition has associated with it a closely spaced
multiplet of peaks. Each peak in the multiplet corresponds to
a hydrogenic transition of a particular donor species. The
relative amplitudes of the peaks are a measure of the relative
concentrations of the corresponding donor species. The nar-
row linewidth and large amplitude of the 1s-2p(m = — 1)
transition at high magnetic fields make it especially suitable
for resolving the closely spaced peaks of the individual donor
species. The 1s-2p(m = — 1) transition energies change sub-
stantially with changing magnetic field so, to permit com-
parison of the peaks observed in a given sample with donor
identifications in the literature, the spectrum of that sample
is compared to the spectrum of a well characterized refer-
ence sample taken at precisely the sample magnetic field.

* Department of Electrical Engineering. University of linois.
" Permanent address: Bell Laboratories. Murray Hill, New Jersey 07974,
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This is accomplished by operating the superconducting
magnet in persistent mode while both spectra are recorded.
The reference sample used in this work is an ultrapure
AsCl;-VPE GaAs sample grown by Wolfe, which has a lig-
uid-nitrogen temperature mobility of u-- = 201 000 cm*/ Vs
and a carrier concentration of 71,, = 4.5%x 10** ¢cm =% The
three peaks present in the spectra of this sample, labeled .Y,
X, and X,, correspond to the three characteristic residual
donors present in high purity GaAs grown by this tech- .
nique.’ Since many of the early donor identification experi-
ments were done using AsCl,-VPE material, the energies of
peaks corresponding to different donor species relative to the
energies of X, X, and X, are fairly well known.**

Hall effect data for the MBE samples described here®™”
show them to be the highest purity GaAs prepared by this
technique which has yet been reported. Sample A-147 was
grown by Morkoc and Cho who reported a liquid-nitrogen
temperature mobility of 105 000 cm*/Vs and a carrier con-
centration of 4 x 10"* ¢m ~* for the 27-um-thick layer. The
MBE system used to grow this sample used an elemental As
source, and undoped GaAs grown in this way is generally p
type with p=10"* cm~". In order to produce an n-type
sample it was necessary to lightly dope the sample with Sn.
The details of the substrate preparation, growth procedure,
and precautions for obtaining high purity have been de-
scribed elsewhere.** Samples MBE-91 and MBE-92 were
grown by Calawa’ in an MBE system which used an AsH,
cracking furnace in place of the usual effusion cell As source.
Undoped samples grown in this way are n type and so no
intentional doping was required. The details of the cracking
furnace and growth procedure for these samples have also
been described previously.” The liquid-nitrogen temperature
mobilities, and carrier concentrations corrected for both sur-
face and interface depletion in these 5-um-thick samples
are™ p-, = 90 000 cm*/Vs, 5, = 2.7% 10" em ™", and
4y = 110000 cm?*/Vs. 1,5 = 2.4 X 10" cm ™ respectively.

For extremely pure samples in which the photothermal
ionization peaks are separated by more than a linewidth in

© 1982 Amencan Institute of Physics 611
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energy, the relative amplitudes of the peaks are expected to
correspond to the relative concentrations of donor species
present. In less pure and/or more compensated samples, as
the concentration of charged centers {ionized acceptors and
compensated donors in an n-type sample) increases, the
peaks broaden due to the electric fields and field gradients'?
from these charged centers, until the linewidth becomes
comparable to the peak separations. The photoresponse at
the energy of a peak of a certain donor species is then no
longer simply proportional to the concentration of that spe-
cies, but is related also to the concentration of donors associ-
ated with adjacent peaks. This is the case for the spectrum of
MBE-91 in Fig. l(c}). Because the photoresponse at the ener-
gy of the Pb peak is largely due to the contributions of the
low energy tails of the Si and Sn peaks, the relative amplitude
of the Pb peak is substantially larger than the relative con-

adjusted for a best fit while the peak positions €, were deter-
mined from the spectra of Figs. 1(a) and 1{d). The width scale
[ was constrained to be the same for each peak because the
inohomogeneous broadening'® of peaks is expected to be the
same for each donor species in a uniformly doped sample.
independent-of its relative concentration. The resulting best
f(€) and the individual terms of f{¢) are plotted for MBE-91
along with the experimental datain Fig. l(c). The total donor
and acceptor concentrations for the samples reported here
were determined using the Hall mobility analysis of Wolfe e:
al.'! The relative concentrations for the various donor spe-
cies present in each sample could then be expressed as the
absolute concentrations shown in Table 1.

Photothermal ionization spectra for sample A-147 and
for the reference sample, both recorded at a magnetic field of
4.97T, are shown in Fig. 2. As expected from the intentional
Sn doping of this sample, the dominant peak in its spectrum
occurs at an energy which has been previously associated
with Sn by Wolfe eral.* and Cooke er al.’ The smaller peak at
higher energy corresponds to X,. The peak X, was originally
associated with Si by Wolfe er al.* but subsequent doping
experiments by Ozeki er a/.'* and in our laboratory'* have
indicated that X, is Si, while Ozeki er al.'* have associated X,
with S. The shoulder on the low energy side of the dominant
Sn peak occurs at an energy which has been associated with
Pb by Wolfe et al.* and Stradling.'* In a homogeneously
doped sample, the peak width in energy at a given fraction of

TABLE 1. Impurity concentrations derived from the photothermal jonization spectra and the Hall mobility analysis of Wolfe cr al.'!

Impurity concentrations { X 10'* em ~ Y.

’ Sample N, (total) v, {total) N, (PY) NolX, = Si) Np(Sn) NpiXs) NpiXy)
Reference 0.89 0.43 0.47 0.36 0.06
A-147 5.8 1.8 <0.3 <03 39 1.3 <0.1 .-
MBE-91 49 39 0.9 2.5 038 0.7 <0.2 !
MBE-92 34 2.8 08 <0.1§ 1.3 1.2 e
! 612 Appl. Phys. Lett., Vol. 40, No. 7, 1 Apnl 1982 Low et al. 612 3
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the full peak height should be the same for all peaks. This
width, taken at 75% of the full peak heights, is over three
times larger for the Sn peak than the X, peak, and this sug-
gests that another unresolved donor (possibly X, = Si) may
be contributing to the low energy tail of the Sn peak.
Photothermal ionization spectra for samples MBE-91,
MBE-92, A-147, and the reference sample, recorded at a
magnetic field of 2.92 T, are shown in Fig. 1. The maximum
photoresponse in the spectrum of MBE-91 is at the energy of
X, = 8i, but if only Si were present in this sample, the pho-
toresponse would drop off more sharply for energies above
that of the maximum. The additional photoresponse on the
high energy side of the Si peak is probably due to Sn, espe-
cially in view of the presence of a Sn peak in the spectrum of
MBE-92. At still higher energy there is a small peak coinci-
dent in energy with X, and possibly also with X, while at
lower energy there is a peak at the energy associated with Pb.
The photothermal ionization spectrum for MBE-92 in
Fig. 1{d) shows the clear presence of Pb, Sn, and X, and the
fact that the Sn peak is slightly broader relative to its ampli-
tude than either'the Pb or X, peak, suggests there may be a
slight amount of X, = Si present. The presence of Sn in the
unintentionally doped samples MBE-91 and MBE-92 may
be due in part to the previous one of Sn as an n-type dopant in
the MBE growth chamber. Several growth runs were made
between the use of Sn and the growth of MBE-91 and MBE-
92, however, and so passivation of the walls of the growth
chamber may have minimized this contribution of Sn. Sam-
ples MBE-91 and MBE-92 were grown under indentical
conditions except for the temperature of the AsH, cracking
furnace. Calawa’ correlated an increase in net carrier con-
centration for samples grown with increasing cracking fur-
nace temperature and attributed it to Si donors provided by
the hot quartz walls of the cracking furnace. This idea is
substantiated by the donor concentrations derived from the
fits to the spectra of MBE-91 and MBE-92. In MBE.9][,
grown with a cracking furnace temperature of 690 °C, the
concentration of X, = Si donors is over half of the total do-
nor concentration, while in MBE-92, grown with the lower
cracking furnace temperature of 610 °C, and having a lower
total donor concentration, the presence of X, = Si donors is
barely discernable. The concentrations of Pb, Sn, and X,
donors, however, are similar for both samples (see Table I).
In conclusion, the photothermal ionization data pre-
sented here for high purity MBE GaAs samples grown in
different laboratories and using substantially different
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growth techniques show remarkably similar donor back-

grounds. Peaks associated with Pb, Si, Sn, and S are present
in each of the MBE samples measured. The X, donor, if
present at all in these samples, has a concentration at least a
factor of 20 smaller than the total donor concentration. The
absence of X, which has been associated with both C (Ref. 4}
and Ge (Refs. 15 and 16) in the literature, is interesting be-
cause it is one of the characteristic residual donor species
present in AsCl;-H, VPE, AsCl,-N, VPE, and AsH, VPE
grown GaAs™*'* and it is the dominant residual donor spe-
cies in MOCYD grown GaAs.>*'" In contrast, the Pb donor
is absent in unintentionally doped GaAs grown by all of the
above techniques except MBE.

The authors gratefully acknowledge C. M. Wolfe for
many helpful discussions and for providing the reference
sample used in this work. We would also like to acknowledge
the support of H. Lessoffand M. N. Yoder and to thank B. L.
Payne, R. T. Gladin, and G. E. Morris for their assistance in
preparation of the manuscript. This work was supported by
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Photothermal ionization measurements on Si-doped GaAs grown by molecular beam epitaxy
(MBE) have indicated that the previous identification of the Si donor peak was incorrect. Data
leading to the new identification are presented and the results leading to the earlier identification
are re-examined. Implications of the new identification for the importance of Si as a residual
donor in epitaxial GaAs grown by various techniques are discussed.

PACS numbers: 72.20.Jv

Silicon is widely believed to be an important residual
impurity in GaAs prepared by several growth techniques.
The results of many experiments on the growth of high puri-
ty GaAs have been explained in terms of the influence of
various growth parameters on the incorporation of Si. Most
such experiments have relied on Hall effect data and on the
tacit assumption that only changes in Si incorporation are
important in determining changes in the carrier concentra-
tion. Since Si is neither the only residual acceptor' nor the
only residual donor? present in high purity GaAs grown by a
wide variety of techniques, it is necessary to specifically mea-
sure the concentration of electrically active Si in order to
assess the role of Si as a residual impurity. Photothermal
ionization spectroscopy can detect the donor species present
in a high purity semiconductor sample and measure their
relative concentrations from the amplitudes of the corre-
sponding spectral peaks. Carefully controlled doping experi-
ments have been performed by several research groups®—* to
identify various donor species with the associated photother-
mal ionization peaks. Such experiments are difficult because
of the small range of donor concentrations between that of
the purest GaAs which can be grown by a given technique,
and that for which impurity interactions® and other effects’
degrade the spectra by broadening and distorting the spec-
tral peaks. In this letter we report photothermal ionization
measurements made on Si-doped GaAs grown by molecular
beam epitaxy (MBE) which have resulted in the identifica-
tion of Si donors with a spectral peak different from that
previously associated with Si."

Si-doped samples | and 2 were grown at Hewlett—Pack-
ard Laboratories on (100) undoped semi-insulating LEC
substrates in a Varian GEN/II MBE system equipped with
liquid nitrogen cryoshrouds. All source materials were eva-
porated from pyrolytic boron nitride (PBN) crucibles, con-
tained in high purity source furnaces in which the heated

* Department of Electrical Engineering, University of Illinois.
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zones are comprised of only Ta and PBN. An elemental As
source was used, and undoped MBE GaAs prepared in this
way is generally p type with p~10"* cm™.° Doping with
elemental Si to produce the n-type samples required for the
measurements produces a Si donor concentration which
dominates the small background concentration of other do-
nors and acceptors present in undoped material. The only
materials other than Ga, As, and Si, which had been pre-
viously evaporated in this MBE system, were Al and Be 1a p-
type dopant). The layers were grown with a substrate tem-
perature of 585 °C at a rate of 1 um/h. The electrical
properties of these samples and the other samples reported in
this work, corrected for surface and substrate depletion. '’
are shown in Tabie [.

Photothermal ionization spectra for samples 1 and 2
and for reference sample 1 are shown in Fig. 1. These spectra
show the 1s-2pim = — 1) transitions of the various donor
species present, and were recorded at precisely the same
magnetic field (B = 2.92T'} by operating the superconduct-
ing magnet in the persistent mode. The three peaks in the
spectrum of the ultrapure AsCl,-H, vapor phase epitaxial
(VPE) grown reference sample 1, labeled X, X, and X, cor-
respond to the three characteristic residual donors present in
GaAs grown by this technique. At a given magnetic field. the
energies of these peaks provide a reference for identifving the
peaks in the spectra of other samples.

The spectra of both Si-doped samples 1 and 2 contain
two peaks which have the typically observed asymmetric
line shape predicted by Larsen.® In both spectra, the large
peak corresponds with X, in the reference spectrum, while
the smaller peak corresponds with X.. The slight downshift
in the peak energies of the MBE spectra with respect to those
in the reference spectrum is often observed in samples of this
doping level. The dominance of the X, peak in the spectra for
these Si-doped MBE samples by itself strongly suggests the
association of Si donors with the X, peak. but further evi-
dence is provided by the absolute donor concentrations in
these samples. The relative concentrations of .X, and .Y, do-
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TABLE I Hall effect data and impurity concentrations derived from spectra and Hall mobility analysis.

- Impurity concentrations { X 10'* cm %)

paslem*/V s)

Np(total) v, (total) N, (Pb) NplX, =Si} NpiSni NplXs=Si NoiXy
1 74 300 9.7 32 7.3 2.4
2 71 700 1.3 3.7 “ 9.0 2.3
3 129 000 2.8 1.6 20.1 %0.1 1.3 1.3
Ref.1 201 000 0.89 0.45 047 0.36 0.06
Ref. 2 207 000 0.43 0.13 0.8 0.14 0.14 0.08

nors were derived from the relative peak amplitudes in the
spectra. Absolute concentrations could then be calculated
from the total donor concentration using the 77-K Hall ef-
fect data and the method of Wolfeeral.!! In the more heavily
doped sample 2, the concentration of X, donors is 1.23 times
larger than in sample 1, but the concentration of X, donors is
essentially the same in both samples. This is interpreted to
mean that the concentration of X, = Si donors increases
with increasing doping while the background of X, donors
remains constant. It is also interesting 1o note, in view of the
amphoteric nature of Si in GaAs, that the total acceptor
concentration in the more heavily doped sample 2 is 1.16
times that of sample 1. The identification of the X, peak with
Si is consistent with the work of Ozeki et al.*

The data which led to the earlier identification of peak
X, with Si by Woife er al." are shown in spectra (a) and (b) of
Fig. 2. In these experiments the photothermal ionization
spectrum of a Sn-doped AsCl,-H, VPE grown GaAs control
sample was compared to that of a sample which was pre-
pared identically except that Si was added to the Ga melt. On
the basis of the larger amplitude and width of the X, peak in
the Si-doped sample, the .X, peak was identified with Si
donors.

The new identification of Si with X, can be reconciled
with the data of Wolfe er al.* by examining the region of the
spectra of Fig. 2 in the vicinity of X . While the X, peaks have
the typically observed low energy tail predicted by Larsen,”
the shapes of the X, peaks in both spectra (a) and (b) are
anomalous. The photoresponse drops precipitously for ener-
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gies less than that of the X, peaks, and after a sharp notch,
forms the broad wing noted by Wolfe et al.® Spectrum (¢} in
Fig. 2 is that of reference sample 2, in which all peaks have
the predicted line shape.® Careful comparison of these spec-
tra shows that the X, peak in the reference spectrum (¢j cor-
responds not with the peaks in spectra {a) and |b), labeled as
X by Wolfe er a/.® but with the notches in photoresponse
just below these peaks. Photothermal ionization peaks hav-
ing a sharply peaked component slightly above the usual
peak energy and a broad wing well below the usual peak
energy have been observed previously, particularly for the
larger amplitude peaks (i.e., higher concentration donorst.
Space does not permit a thorough discussion of this effect
and related experiments,'* and the details of the pheno-
menon are not yet fully understood, but we believe the
anomalous peak shape is caused by an absorption by the
corresponding (in this case X, = Si) donors near the sub-
strate-epilayer interface. This absorption does not contri-
bute significantly to the photaconductive response, but re-
duces the intensity of far infrared light within the sample at
the peak energy, so that a sharp notch is observed in the
associated photothermal ionization peak. In the absence of
this absorption, the X, peaks in both spectra would have the
more typical shape of X, and substantially larger ampli-
tudes, indicative of the actual relative concentrations of

X, = Si. The greater width of the X, peak in the spectrum of
the Si-doped sample is the result of increased Stark broaden-
ing caused by the additional charged centers (ionized accep-
tors and compensated donors) introduced by the Si doping.
The broad wing observed in both spectrais interpreted as the
usual Stark broadened low energy tail of the X, peak., distort-
ed by the absorption. As expected from this interpretation,
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FIG. 2. Photothermal 1ontzation
spectra of the {5-2pim = — 1
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its width is also greater in the spectrum of the Si-doped
sample.

The identification of Si with X, instead of X, in phototh-
ermal ionization spectra has important implications with re-
gard to the role of Si as a residual donor in GaAs grown by
liquid phase epitaxy (LPE}. Until recently X, was never ob-
served in LPE GaAs, and this led to the suggestion that this
peak might be due to a stoichiometric defect complex.'? The
only residual donor peaks previously observed in LPE mate-
rials were identified as Pb,**'* Sn,>'*!® and X, which is
often the dominant peak in the spectra, and which has been
associated with S.*'? The earlier identification of Si with X,
fit well with the expectation that reduction of hot S$iO, by H,
in the LPE reactor would lead to incorporation of Si into the
melt, and subsequently into the growing epilayer,'”'® and
that this mechanism was the dominant contribution to resid-
ual donors in LPE GaAs. The present identification of Si
with X, together with the previous photothermal ionization
data for LPE GaAs,>*'° indicates not only that Si is not the
dominant residual donor, but that it is usually present in
undetectably small concentrations relative to the other re-
sidual donor species. Figure 3 shows the spectrum of the
high purity LPE GaAs sampie 3, which was grown at Cor-
nell University. Peaks corresponding to the usual Pb, Sn,
and X, donors are clearly visible in this spectrum, but a small
peak at the energy of .X, = Si was also reproducibly ob-
served. Most of the photoresponse at the energy of X, is due
to the low energy tail of the Sn peak and so the relative con-
centration of X, is quite small. The proximity of the X, and
Sn peaks in energy and the fact that the residual Sn concen-
tration is usually much larger than the concentration of X,
donors observed here may account for the fact that this is the
first report of the X, peak in the photothermal ionization
spectra of undoped LPE GaAs.

The identification of Si with X, instead of X, also has
implications with regard to the role of Si as a residual donor
in GaAs grown by various other techniques. In AsH, VPE
grown GaAs the residual donors are X, X,, and X, as in
AsCl,-H, VPE, but the concentrations of X, and X, are low-
er, and X, is dominant.” In MBE GaAs grown with an ele-
mental As source and using Sn as the n-type dopant, both X,
and X are present but the concentration of X, is low,*® while
if AsH, is cracked in a SiO, furnace to provide the As, the
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amplitude of the X, = Si peak increases with increasing
cracking furnace temperature.*® In metalorganic chemical
vapor deposited (MOCVD) grown GaAs the relative con-
centrations of various residual donors including X, and X,
deduced from photothermal ionization measurements have
been correlated with various growth parameters and purifi-
cation techniques from the metalorganics.?' These results
indicate that the residual X, = Si donor concentration can
be made negligible in MOCVD GaAs.

In conclusion, on the basis of photothermal ionization
measurements on Si-doped MBE GaAs samples, an identifi-
cation of Si with the spectral peak X, has been made. This
identification together with previous photothermal ioniza-
tion data indicates that Si is not an important residual donor
in high purity LPE GaAs, and also necessitates a reevalua-
tion of the importance of Si as a residual donor in epitaxial
GaAs grown by a variety of other techniques.
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a.4 Photothermal ionization identification of sulfur donors in GaAs
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Photothermal ionization data for undoped and S-doped epitaxial GaAs grown by metalorganic
chemical vapor deposition (MOCVD) are presented which permit the positive identification of the
S donor. This identification is unambiguous because § is not a significant residual impurity in the
undoped MOCVD GaAs used for these measurements. Implications of the new identification for
the importance of S as a residual donor in epitaxial GaAs prepared by various other growth

techniques are discussed.
PACS numbers: 81.15.Gh

Sulfur is frequently used as an n-type dopant in both
bulk and epitaxial GaAs. It incorporates readily and can be
introduced into the epitaxial layer in a variety of ways de-
pending on the growth technique. Sulfur has also been sus-
pected as a possible residual donor in high-purity GaAs, but
this suspicion has not been verified because of the several
conflicting spectroscopic identifications of the S donor in
previously reported photothermal ionization measurements.

The best method for the detection and identification of
donor impurities in high-purity GaAs is photothermal ioni-
zation spectroscopy.' This technique can detect the residual
donor species present in high-purity samples, and also deter-
mine the relative concentrations of the different donor spe-
cies from the amplitudes of the corresponding spectral
peaks. Carefully controlled doping experiments have been
performed by several research groups®~ to identify various
photothermal ionization peaks with the associated donor
species. Such experiments are difficult because of the small
donor concentration range between the purest GaAs which
can be grown, and that for which impurity interactions® de-
grade the spectra by broadening and distorting the spectral
peaks. Doping experiments performed by three separate re-
search groups using similar growth techniques have resulted
in the association of as many distinct spectral peaks with S
donors.>**7 In this letter we present photothermal ioniza-
tion measurements on undoped and S-doped GaAs prepared
by metalorganic chemical vapor deposition (MOCVD}
which positively identify the 1s-2pim = — 1) photothermal
ionization peak due to sulfur. This identification is unam-
biguous because S is not a prominant residual donor in the
high-purity MOCVD GaAs used for these measurements.
Together with earlier photothermal ionization data for
GaAs grown by a variety of techniques in many different
laboratories, this identification indicates that S donors com-
prise a substantial fraction of the total residual donor con-
centration in high-purity GaAs grown by both graphite*”
and silica’ boat liquid phase epitaxy (LPE), by AsCl,-H,,~**

* Department of Electrical Engincening.
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AsCl,-N,,** and AsH,-HCI-H, “vapor phase epitaxy i VPE},
by molecular beam epitaxy {MBE),""'" and in some high-
purity GaAs grown by MOCVD.*!=>"*

The undoped and S-doped MOCVD samples were
grown ina(CH,),Ga-AsH, growth system, and the S doping
was accomplished by introduction of H,S into the gas
stream. Further details of the techniques used for growth of
this high-purity MOCVD GaAs have been described pre-
viously.'* Photothermal ionization spectra for the MOCVD
samples and for the AsCl,-H, VPE reference sample are
shown in Fig. 1. These spectra, which were recorded at pre-
cisely the same magnetic field 1B = 3.89 T} by operating the
superconducting magnet in the persistent mode, show the
1s-2p(m = — l}transitions of the various donor species pre-
sent. The three peaks labeled .X|, X., and .X,. in the spectrum
of the reference sample in Fig. 1id), correspond to the three
characteristic residual donors present in GaAs grown by the
AsCl,-H. VPE technique. At a given magnetic field. the en-
ergies of these peaks provide a reference for identifying the
peaks in the spectra of the other samples. Quantitative rela-
tive concentrations can be derived from the spectra,'' and
absolute donor concentrations can then be calculated using
the Hall mobility analysis of Wolfe er al.'* Impurity concen-
trations calculated in this way for these samples are given in
Table I.

The spectrum of the undoped sample 1 in Fig. lLiat
shows the dominant X, donor peak typical of high-punty
undoped MOCVD.GaAs™'*"" and much smaller peaks cor-
responding to Sn and .X,. There is some uncertainty regard-
ing the identification of the donor species responsible for the
X, peak. Photothermal ionization measurements on AsCl,
VPE grown GaAs doped with Ge by adding the dopant in
elemental form of the Ga melt,*' ' and also by neutron trans-
mutation doping,™'* have indicated that Ge donors contri-
bute u peak at or near .Y, in energy. However, Ge acceptor
peaks are absent from the photoluminescence spectra of
MOCVD samples showing the dominant ., donor peak.'’
Earlier experiments resulted in the tentative idenufication of
X, with carbon donors.” For the purposes of the present
work however, the importance of the spectrum of sample 1 1s
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FIG. 1. Photothermal tonization spectra of the 15-2p1m = — 1) transitions

for the undoped and two S-doped MOCVD samples, and for the AsCl.-H,
VPE reference sample, demonstrating the increase 1n X, donor concentra-
tion with S doping.

that it is typical of high-purity undoped MOCVD GaAs,
showing primarily X', donors and very little else.

The spectrum of the more lightly S-doped sample 2
shown in Fig. lib) contains two peaks, with each having the

TABLE L. Impurity concentrations t ~ 10** cm ~ ).
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typically observed asymmetric line shape predicted by Lar-
sen.’ The peak at lower energy corresponds to X, in the refer-
ence spectrum while the higher energy peak corresponds to
the dominant MOCVD residual donor X,. In spite of the
approximately equal amplitudes of the X, and X peaks in
the spectrum of sample 2, the actual concentration of X,
donors is only 0.43 times that of the X; donors isee Table I,
because a substantial fraction of the photoresponse at the
energy of X, is due to the low-energy tail of the X, peak.

The spectrum of the more heavily S-doped sample 3 1s
shown in Fig. lic). Again the two peaks present correspond
to X, and X, in the reference sample, but the .X. donors are
present at substantially larger concentration than in sample
2. The concentrations of X, donors in the two samples are
nearly equal, however. The increase in peak widths and
slight downshift in peak energies observed in Fig. 1 as the §
doping increases are explained by the increasing Stark broa-
dening of the 15-2p{m = — 1itransition caused by the elec-
tric fields due to charged centers icompensated donors and
ionized acceptors| as described by Larsen.” Such behavior 1y
frequently observed in samples of this doping level.

As noted above, the concentration of .X. donors in the
undoped MOCVD sampile 1 1s quite small. The appearance
of X, donors at significant levels in the spectrum of the $-
doped samples 2 and 3. and the increase in the observed
concentration of X, donors with increasing S doping. <iear.s
indicate that S donors are responsible for the .\'. peak This
identification confirms that of Ozeki ¢f a/..* made using
AsCl,-N, VPE grown GaAs. in which the characternstic <
sidual donors are X, and X . The larger relatnve amphituoe !
the X, photothermai ionization peak in a S-doped sampic 1~
compared with similarly grown undoped samples led these
workers to identify X', with the S donor

As mentioned above, however, photothermal oniza-
tion peaks other than X. have been previously identified w.th
the sulfur donor. The photothermal 1onization spectrum »f
the S-doped AsCl,-H. VPE grown sample 415 shown in Fi;
2. This is the same sample used 1n a previous attempt 1
identify the spectral peak corresponding to S donors - Dep-
ing of this sample was accomplished by adding elemental §
to the Ga melt. The 1s-2pim = — 1) transitions include the
usual residual donor peaks .Y, X, and possibly .X',, but there
is an additional peak present above .X. in energy Although
this peak does not have the characternistic shape expected for
the shallow donor transitions, * it was nevertheless attnbuted
to S donors.”” Photothermal iomization peaks having a
notch at the usual 1s-2pim = — 1) transition energy with a
sharply peaked component at slightly higher energy and a

Sample e-icm*/Vs) Nyitotal) ¥, itotal NpoX, =S NpiSm Nk =8 Nt
reference 151 000 1.61 1.20 091 a 029 041

1 95 900 484 1.56 a 0.15 [R] 418

2 $9 000 15.2 6.3 a a 46 106

3 49 000 196 99 a a 100 96

4 74 000 120 2.6 b b b b

* Not detected.

" Not determined (see text!
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FIG. 2. Photothermal ionization spectrum of the 1s-2pim = — 1) transi-

tions in the S-doped AsCl,-H, VPE sample 4, showing the anomalously
~haped peak originally attnbuted to S donors.

broader wing at lower energy have been observed previous-
ly,'® particularly for the larger amplitude peaks (i.e., higher
concentration donors). The mechanism which produces this
peak shape is not yet fully understood, but because of the
anomalous shape of the peak attributed to S and its proxim-
ity to X,, it now seems likely that the peaks labeled X, and S
in Fig. 2 may actually be the high- and low-energy compon-
ents of a single notched peak associated with X', = S donors.
Further evidence for this is provided by examination of the
ls-2pim = O transition, in which the notched peak shape
has never been observed. Figure 3 shows the photothermal
ionization spectrum in the region of the 1s-2ptm = 0) transi-
tion for sample 4. The smaller peak corresponds closely with
the energy of X, in the 1s-2p(m = 0) transition of the refer-
ence spectrum. The existence of a single large amplitude
peak near the energy of X, in the 15-2pim = 0} transition of
the reference spectrum supports the notched peak interpre-
tation of the 1s~2pim = — 1) spectrum in Fig. 2.

In another identification of S donors, Afsar et al.® used
a H.S-doped AsCl,-H, VPE grown sample to associate S
donors with a peak below X, in energy. This peak is nearly
cotncident with a peak previously attributed to Pb donors by
Wolfe er al.” and Stradling,'® from measurements of AsCl,-
H, VPE and LPE samples, respectively. The presence of this
peak in the spectrum of the S-doped sample of Afsareral. ®is
especially difficult to understand in view of the absence of
such a peak in the spectra of S-doped AsCl, VPE samples
grown by Bozler,”” Ozeki et al.,* and Wolfe er al.’ It is inter-
esting to note, however, in view of the present identification
of X, as S, and the fact that amplitude of the X, peak is
generally somewhat smaller than that of the residual X, in
undoped AsCl,-H, VPE grown GaAs prepared in several
different laboratories™*'* [¢f. Fig. 1id) reference sample],
that the largest peak in the spectrum of the S-doped sample
of Afsar er al.” is the X, peak.

In conclusion, on the basis of photothermal ionization
measurements on undoped and S-doped MOCVD grown
GaAs samples, the spectral peak X, has been positively iden-
tified with S donors. This unambiguous identification is
made possible by the near absence of X, donors in the un-
doped control sample. Together with previous photothermal
ionization data, this identification indicates that S comprises
a substantial fraction of the total donor concentration in un-
doped high-purity GaAs prepared by a wide variety of
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FIG. 3. Photothermal ionization spectrum of the ls-2pim = O transitions
in the S-doped AsCl,-H, VPE sample 4 showing the large amplitude of the
X, peak and the absence of any peak of higher energy than X, corresponding
with the peak labeled S? in Fig. 2.
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Spectroscopic characterization studies of the residuai donors
and acceptors in high-purity LPE GaAs

B J Skromme, T S low, and G E Stillman

Electrical Engineering Ressarch Laboratory
Materials Research laboratory and Coordinated Science Laboratory
University of [llinois at Urbana-Champaign, Urbana, Illinois 61801

Abstract. Unintencionally-doped samples grown by LPE in graphite
Boats in seven different laboratories have been characterized using
variable temperature phocoluminescence and photothermal i{onization
spectroscopy. The dominant residual dooor 1is always found to be §,
vith Sa, Pb, and Si donors also observed. The main residusl acceptors
are S1 and C but Mg and Ge are also present. It is found that the
residual amphoteric impurities Si and Ge incorporate preferentially as
acceptors while residual Pb snd Sn incorporate preferentially as
donors. The results suggest that S amay be the main volacile donor
species removed from the melt by baking.

I. Introduction

The ability to grow high purity layers of GaAs using liquid-phase epitaxy
(LPE) is important for various device applications such as FET buffer
layers p-i-n photodetectors, and Gunn-effect devices, Accurate
determinacion of the residual impuricy species preseat i such layers is a
necessary prerequisite to identifying the sources of impurities in the
grovth system and to the characterization aud control of the growth
process. In the present study, the complementary techniques of variable
temperature photoluminescence (PL) and phototherazal ionization
spectroscopy were used to identify the residual acceptors and donors,
tespeactively, in high purity LPE layers from several different laboractor—
ies. The dominant residual impurity species are identified and the incor-
poration of residual douors and acceptors in the ssme ssmples is correlat-
ed to study the behavior of amphoteric impurities in LPE. Comparisons are
aade vwith the behavior of these elements as inteacionsl dopaals.

2. Experimental

The ssmples used in this study were prepared in various laboratories using
the graphite slider-boat technique, with the exception of the samples froa
Hughes grown using the infinite solution techuique (Kamath et al. 1977)
and tha sample from the Forschungsinstitut grown in a graphite ctipping
boat. Hall-effect data for these samples are presenced in Table I.

Photoluminescence measurements were performed over the temperature range
1.6-20 K with the sample freely suspended in liquid or gaseous He. The
excitation was provided by 5{45 X light from an Art laser at power levels
§ iW. For measurements above 4.2 K, 1 mW of power was used. The
luminescence was detected with a resolution of about 0.2 A using a la

0305.-2346,83'0065-0485 $02.25 © 1983 The {nsutute of Physics
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Table I Electrical Characteristics

Source u77(c12/Vl) n77(n'3)
Cornell (S Tiwari aod L F Eastman) 137,000 1.8 « 1014
Forschungsinstitut der DBP/FTZ 136,000 2.9 « 1013
(E Kuphal)
HP (C A Stolte) 130,000 9.0 « 1013
Honeywell (J X Abrokwah) 98,400 1.2 + 1014
Hughes (D E Holmes and G S Kamath) 58,000 7.9 « 10i4
Max-Planck Institut (E Bauser) 140,000 4.7 - 1013
University of Illinois (G E Bulman) 47,300 ) % 10“

spectrometer, cooled S~1 photomultiplier tube, and D.C. detection. The
spectra are uncorrected for detector response.

The technique of photothermal ionization spectroscopy is described in
detail elsewhere (Stillman et al. 1977). A Fourier transform spectrometer
was used as a tunable, high resolution (0.06 cm™*) far-infrared light
source to excite the ls-2p(w=-1) trapsitions of the shallow hydrogenic
donor species with the sample placed in a uniform magnetic field of up to
6.7 T. As the photon energy is tuned though the ls-2p(m=-1) transition
energies of the various donmor species which are present, peaks are
observed in the electrical conductivity of the ssmple whose amplitudes are
proportional to the relative concentrations of the donor species, as long
as the peaks are sufficiently well separated. The donor species present
were determined by a comparison of the spectrum of each sample with that
of a wel characterized reference sample (u79201,000 cm /Vs,
nyy=4.5 * 10 3 @) recorded at precisely the same magnetic field.

3. Photoluminescence Spectra

The near band-edge PL spectrum of GaAs at low temperature can be broadly
divided into three regions: the exciton region, the band-to—acceptor
region, and the deep region. The exciton region of a typical high—purity
sanple is shown in Fig. 1. The lines due to thLe recombination of free and

(CXhnes. Escion Region (16°K) r Y
! P_s 024 wem? Borg--Acceptor Reguon ST
‘ R +4OW/cm? (L8°K) sior-a
(8% X Iney
- '
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4 ox (D% X}ne2 § Mg(TH)
* i | = cTH) !
; | o
] t ) i
i
e Vo ../M
w . \a..._ L e :
/ — woveiengtn (R)
ok (19 190 =573 8210 6220

woveengtn (A) e

Pig. 1 PL spectrum of H.P. SB~957 Pig. 2 PL spectrum of H,P. SB-957
(Exciton Region) (Two-hole transitions)
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bound excitons are labeled using the notation of Heim and Hiesioger
(1974). The narrow linewidths of the exciton spectrum are useful in
assessing ssuple purity but little information on the anature of the
acceptor species is provided. Of much grester use are the “two—hole™ (TH)
replicas of the (A®,X) peaks at lower energy, as shown in Fig. 2.

The two-hole replicas result when the neutral acceptor is left in its
first excited stste and are therefore separated by nearly cthe full
chemical shift for different acceptors (Ashen et al. 1975). The peak
positions of the unresolved doublecs in Fig. 2 at 8297.3 A (1.49387 ev),
8305.9 A (1.49232 eV), and 8335.7 A (1.48699 eV) correspond to within
.06 meV or better of those reported by Ashen et al. (1975) for C, Mg, and
Si-doped crystals, respectively, enabling a positive identification of
those acceptors. Broader bands corresponding to the cooduction band-to-
acceptor (e-A°) and donor-to—-acceptor (D®-A°) peaks for Si acceptors are
also observed in this spectrum, as well as LO phonon replicas of several
of the exciton lines.

At much lower excitation intensities the (e-A°®) and (D°-A®) peaks of &4
different acceptors can be resolved in this sample, as shown in the
spectra of Fig. 3 at two different temperatures. The relative decline in
the strengths of the (D°-A°) peaks and the enhancement of the (e-A®) peaks
for each acceptor at the higher temperature is due to incressed thermal
ionization of the shallow donors. The observed pesk energies of the
(e-A®) transitions at 7 K are 1.4931 eV, 1.4914 eV, 1.485]1 eV, and
1.4781 eV for the C, Mg, Si, and Ge acceptors, respectively, and the
corresponding (D°~A®) peak energies at 2 K are 1.489] eV, and 1.4875 eV,
1.4814 eV, and 1.4746 eV. The values of the (e~A®) pesk positions are all
in accord with Ashen's values to within 1 meV or better.
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: The band-to-acceptor regions of three other samples as a function of
W temperature are shown in Figs. 4, 5, and 6. The complete absence of Si
and Mg in the samples of Fig. 4 and 6 is quite striking vhen compared to
Figs. 3 and 5. A summary of the relative concentrations of shallow
acceptors in all of the measured samples, as estimated from the relative
heights of (D°~A®)pesks at 1.6 K, is given in Fig. 7. This method of
estimating relative concentrations favors the shallower acceptors
somevhat, since their more extended wave functions increase the (D°-A°)
recombination rate. A similar plot of donor concentrations is given for
comparison in Fig. 8 (see next section). Marked similarities and
contrasts are apparent on comparing the spectra of Pig. 7, most notably
the complete absence of Si in the first three samples.
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The deep acceptors Mn and Cu were observed in nearly all of the samples
studied, as illustrated for a typical sample in Fig. 9. Various TA and
LOo-phonon replicas of the deep acceptor peaks are alsc observed. Deep Sa
acceptors were identified in the two samples from Cornell, but only by
means of the neutral Sn acceptor-bound exciton line at 1.5071 eV. The
deep Sn acceptor peaks were apparently obscured by interference from the
Cu acceptor peaks, which occur at very nearly the ssme energy. No Sa
acceptors were detected in any of the other samples.

4. Photothermal Ionization Spectra

The photothermal ionization spectrum of a high purity LPE sample is shown
in Fig. 10. The multiplet of peaks corresponds to the fine structure of
the la-2p(m=—1) transition of the donors in a high magnetic field. Each
peak in che multiplet corresponds to a different donor species, the
separation of the peaks resulting from the central-cell corrections to the
lonization energy calculated from the hydrogenic approximation for shallow
donors. The unarrow linewidths of these peaks is indicative of the very
high purity of this sample. The dominant peak in this spectrum is X9,
which was originally thought to be Si (Wolfe et al. 1977) but more
recently has been shown to be S by Low et al. (1982a) and Ozeki et al.
(1977). The identificatious of the lines marked Pb and Sn are based on
back-doping experiments performed by Wolfe et al. (1977), Cooke et al.
(1978), and Stradling (1981). Early work indicated that the X; peak which
appears in this spectrum might be associated with a Ga vacancy complex
(Wolfe et al. 1977), but more recent studies by Ozeki et al. (1977) and
Low et al. (1982b) have shown it to be due to Si donors. Notably absent
in this spectrun is the X3 peak, which was originally actributed to C
donors (Wolfe et al. 1977)., More recent work by Ozeki et al. (1977),
Stoelenga et al. (1978), Afgar et al. (1981), and Lov and Stillman (1982¢c)
suggests that X3 is actually due to Ge donors. The experiments of Ozeki et
al. (1977) concluded that C does not incorporate as s donor in GaAs.
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Photothermal ionization spectra for two other samples are shown 1in
Figs. 11 and 12 for comparison. The latter spectrum displays the
narrovest linewidths of any of the LPE samples we have weasured to date,
even at the lower magnetic field. A comparison of the relative donor
concentrations in the measured samples is given in Fig. 8. The spectrum
of the Hughes sample was broadened by impurity interactions so that it was
impossible to resolve donors other than S. The concentrations in this
figure were estimated from relative peak heights, correcting for
. contributions from the low eoergy tails of adjscent peaks. It 1s seen
i that in all cases the dominant donor is S followed by Sm, Pb, and lastly
: Si in order of decreasing relative concentrationms.

5. Discussion

It is of interest to compare our results to previous studies. While 0 has
often been proposed to be the dominant shallow donor species in LPE GaAs
(see, e.g. Solomon 1969 and Nanishi 1978), no spectroscopic evidence for
this contention has ever been presented and in .ight of the curremt donor
identifications it clearly contradicts the present results. Similar
remarks can be made concerning early speculation that C was the dozinant
t donor (Morko¢ and Eastman 1976). Kang and Greene (1969) correctly
, hypothesized that S might be the dominant donor, based on the temperature
‘ dependence of the residual doping and the presence of 0.2 ppm of S in the
graphite crucible used for growth, but no spectroscopic evidence was
obtained. The only previous spectroscopic studies (Cooke et al. 1978 and
Morko¢ et al. 1980) concluded that Si was the dominant donor, with lower
levels of Pb and Sn present (although the latter identificatious were not
considered definite.) Those studies are consistent with our results 1if
the prasent identification of X, = S is applied to their data.

The previous photolumninescence study of Ashen et al. (1975) identified C
snd Si as the dominant acceptors in LPE samples grown in either quartz or
graphite boats, with traces of Ge also frequently seen. Zschauer (1973)
4 found the dominant PL acceptor peaks for samples grown in vacuum in
' various types of boats to be those now known to be due to C (Ashen et al.
1975). Our PL results are largely in accord with the previous studies,
¢ but the observation of significant levels of Mg tn four of our samples is
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interesting given that residual Mg acceptors have never previously been
reported in LPE material. The report of 2Zn acceptors in LPE samples by
Morkog et al. (1980) must be considered highly questionable in light of
the present data and the fact that their spectra did not separately
resolve the (e~A°) and (D®°-A°) transitions of the different acceptors.

Correlations of the residual acceptor and donor species in undoped LPE
samples have not previously been reported. A comparison of Figs. 7 and 8
indicates that the residual Si incorporates predominantly as acceptors in
these samples, which were all grown at temperatures << 860°C. This result
is in agreement with compensation studies of 4intentionally Si-doped
ssaples (Hicks and Greene 1971) and with theoretical predictions of the
behavior of Si 4in GaAs (Teramoto 1972). The importance of Si domors in
LPE samples grown at low temperatures is in fact so minor that they were
only very recently observed for the first time by Low and Stillman (1982d)
for one of the samples in the present study. The residual Ge exhibits
similar behavior 1ian accord with its well known behavior as an uncom-
pensated p-type dopant in LPE, On the other hand, Sn is found to
incorporate primarily as a donor, since Sn acceptors are observed only in
the samples with the largest conceatration of Sn dooors (Cornell). Doping
experiments with Sn produced similar conclusious (Kang and Greenme 1969).
Apparently Pb incorporates exclusively as a donor. The n—type behavior of
Sn and Pb under Ga—-rich growth conditions can be understood theoretically
on the basis of their larger covaleat radii (Teramoto 1972).
Incorporation of amphoteric impurities 1s discussed in wmore detsil
elsevhere (Low et al. 1983),

The socurce of the residual impurities in LPE is at present poorly under-
stood. Countaminstion with S might occur from the graphite boars but Cooke
et al. (1978) found S to be gemerally dominant in samples grown at STL in
quartz bdoats. The dominance of S donors in the samples we measured and
its extremely high volatility suggest that it may be the principle n-type
dopant removed from the melt by baking. Removal of Si from the melt would
result in fewer acceptors. The well-known recontamination effect on the
melt when the growth system 1is opened (Morko¢ and Eastman 1976) might
result from S contamination from the atmosphere. The presence of Si and C
acceptors has been ascribed to interactions among the components of the
growth system (Mattes et al. 1975), but C acceptors have been observed
even in samples grown in non C-containing apparatus (Ashen et al. 1975).
Racent work has indicated that Pd-diffused H, may contain significant
amounts of CO (Stevenson et al. 1977); another possible source of C 1is
contamination from the substrate. The absence of Si acceptora in some
samples would seem to contradict the conveutional model involving reduc~
tion of the quartz walls of the reactor, but more work is needed here. It
has been suggested that Pb coantamination might result from atmospheric
pollution (Stradling 1981); the source of the Mg and Ge is unknown.

6. Conclusions

It was found that S 1is the dominant donor in LPE GaAs, contrary to
previous reports of C, O, and Si. Lower levels of Pb, Sn, and Si donors
wvere observed. The dominant acceptors were Si and C with smaller amounts
of Mg and Ge. The residual impurity Sn incorporates mainly as donors, Pb
incorporates exclusively as a donor, and Si and Ge mainly as acceptors.
The principle donor removed from the melt by baking is probably S. The
present results form the foundation for future studies which are necessary
to firwmly idenctify the sources of the residual impurities.
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An analytical study of the impurities in trimethylgallium
(TMGa) and subsequent correlation of the effect of these
impurities on resulting GaAs films grown by metalorganic
chemical vapor deposition (MOCVD) is presented. The effects
of using fractional distillation techniques to improve the
quality of T™Ga and to help isolate and identify major
source impurities in T™MGa is detailed. Photothermal ion-
ization data are presented which show the residual domnor
species present and their relative concentrations in the
epitaxial layers. Correlations of the residual donor con—-
centrations with TMGa preparation are made. It is demon-
strated that high purity GaAs with u, . ~ 125,000 cx?/V-sec

can be grown by MOCVD using repurified trimethylgallium and
arsine source materials.
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Introduction

The metalorganic chemical vapor deposition (MOCVD)
process has become an important III-V epitaxial growth
technology for electronic and opto—electronic devices.

Since the first demonstration of MOCVD for GaAs by Manasevit
(1) in 1968, work has included efforts to improve the
quality of the material and utilize it in state-of-the-art
devices. Areas of major success have been solar cells
(2,3), heterojunction lasers (4-8), quantum well hetero-
structures (9-12), and FET's (13,14).

Despite these successes, the purity of GaAs growm by
MOCVD has been variable and an examination of residual
impurity incorporation in GaAs grown by MOCVD was under-
taken. The initial investigations, which have been pre-
viously reported (15) focused on the effect of growth param-
eters on the purity of GaAs grown by MOCVD using commer-
cially available source materials. The investigation led to
significantly improved high purity GaAs with 77K mobilities
=87,000 cxf /V-s from "selected” source materials and a
procedure for comparing the different reactant materials.

An investigation of the impurities in the metalorganic
starting materials and the correlation of these impurities
with the resulting GaAs film properties was lacking. This
paper reports the results of such an investigation.

Sources of both TMGa and arsine (Asﬂ3) are known to
contribute substantial amounts of electrically active
impurities to GaAs and GaAlAs (16-19). By working with com
mercial vendors of AsHy, significantly improved AsHj/Hp
sources have been prepared. The state of affairs with TMGa
is less well developed.

Based on our experience with TMGa, it was our belief
that a carefully designed purification system combined with
proper handling techniques would yield T™MGa of the desired
quality and reproducibility for use in routine growth of
high purity GaAs (Np + N, < 105 em™3). Toward this goal, a
fused quartz purification system was designed and built to
purify metalorganic compounds. An investigation of appro-
priate techniques for distilling the TMGa, impurity analyses
to assess the purity of the resulting TMGa, and correlation
with the quality of the resulting MOCVD grown GaAs are
reported here.
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Experimental Procedures

Repurification Apparatus and Techniques

The purification of commercially available TMGa was
performed in a specially designed fused quartz apparatus. A
schematic diagram of the apparatus is shown in Figure 1.

The major components of this apparatus include a high effic-
iency packed fractional distillation column, a multipurpose
chemical vacuum line, and an argon gas purifier for deliver-
ing argom gas with purities in excess of 99.9999%

(R. D. Mathis, Argon Gas Purifier). Argon served as the
inert gas blanket under which the atmospheric pressure
distillations could be performed.

The quartz distillation apparatus consisted of the
following functional units: (1) distillatiom pot, (2) packed
fractionation column, (3) automatic liquid dividing head,
(3) product receiver and fractiom cutter, and (4) metal
alkyl collection receivers. A quartz/stainless steel inlet
sidearm permitted gravity transfer of the reactive TMGa into
the distillation pot directly from the vacuum line.

The fractionation of the TMGa source materials was
performed in a three—foot long vacuum—jacketed and silvered
column which operated adiabatically throughout its length.
The internal column dimensions (12 mm I.D.) permitted
efficient contacting of the rising TMGa vapors and returning

METAL ORGANIC PURIFICATION APPARATUS SCO1. 14788

— FH_H

FRACTIONATION | STORAGE
MANIFOLD t MANIFOLD

*=—LIQUIO DIVIDING HEAD

TO UNP ARGON SOURCE
«—PRODUCT RECEIVER

«s=FRACTION CUTTER

5

U «—COLLECTION BUBBLER
1= 4}_

L

ANALYTICAL  METAL ORGANIC
MANIEOLD INLET/OUTLEY

\-msm.umm coLuMN
\_ OIRECT SAMPLE INLET

Fig. 1 Metalorganic purification apparatus.
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reflux and tended to maximize the exchange between heat and
material.

The column was packed with ~5100 quartz helices. These
helices (4 mm 0.D. x 3 mm I.D. x 1.5 mm thick), having a
large surface area/volume ratio, were capable of equili-
brating a large volume of vapor/liquid per uait time,
because of the small liquid hold-up per individual helice,
and the efficient throughput provided by the free space of
the helice network. The automatic liquid dividing head was
also vacuum jacketed and silvered to minimize heat loss
during equilibration of the column and recovery of the pro-
duct. A digital thermocouple assembly monitored the dis-
tillate remperature. The entire assembly was coupled to a
timer controlled magnetic solenoid that maintained precise
control of the reflux ratio during the repurification. The
product receiver and fraction cutter were water—cooled.

316 SS electron beam welded source bubblers or high purity
quartz bubblers served as receivers.

Atmospheric pressure distillation (argon blanket) was
used exclusively in this study because of the high volatil-
ity of the TMGa source materials and high degree of impurity
separation which could be achieved by this process. Prior
to each distillation, the apparatus was evacuated (~107®
Torr) for 24 hrs. The quartz surface was then passivated at
room temperature with the vapor of TMGa. Commercially
synthesized TMGa was then gravity transferred from the
vacuunm line into the distillation pot.

Three fractions were collected during each distilla-
tion. Selected fractions were analyzed by mass spectroscopy
and by growth of GaAs. The column hold-up material and any
high boiling contaminants which were concentrated in the
still pot were pumped into a ~196°C storage bulb on the
vacuum line and later fractionated using low temperature/low
pressure techniques., Samples of impurities isolated by this
technique were subsequently analyzed by mass spectroscopy
and/or emission spectroscopy, depending on the volatility of
the material.

Characterization Studies

GaAs Transport Properties. The ultimate test for
purity of the repurified TMGa was the quality of the GaAs
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grown using it. Optimal conditions in the reactor used for
these studies have been reported previously (20) and are
summarized in Table I. Comparisons were made between the
properties of films produced from TMGa prior to repurifica~
tion and from selected fractions after distillation.

The GaAs samples grown in this study were characterized
using van der Pauw geometry Hall effect measurements. These
measurements were performed oa rectaangular samples by con-
tacting them with indium dots around the periphery of the
sample. The Hall effect was measured in an automated Hall
apparatus utilizing a 5 kG magnetic field. Measurements at
77K were performed by immersing the sample in liquid
nitrogen. Temperature dependent measurements (accurate to
+1°C) were made in the same automated apparatus by heating
the sample immersed in the vapors from liquid nitrogen.

Donor and Acceptor Spectroscopy. Photothermal iounization
spectroscopy (2l) was used to identify the specific donor
species present and measure their concentrations relative to
the total donor concentration. The narrow linewidth and
large amplitude of the Is - 2p (m = =1) hydrogenic donor
transition at high magnetic fields make it especially
suitable for resolving the closely spaced peaks of the
individual donor species. The ls =~ 2p (m = -1) tramsition

' energles change substantially with changing magnetic field,

! 80, to permit comparison of the peaks observed in a given

Table I. High Purity GaAs Grown by MOCVD With Repurified
Trimethylgallium

MOCVD Growth Parameters

Parameter APMOCVD LPMOCVD
Reactor Pressure 760 torr 70 torr
Total Gas Flow 4 lpm 1 lpm
AgH3 /Hy Flow 500 ccpm 500 cepm
H /(CH3 )3Ga Flow 15 ccpm 10 cepm
(CH3 )36a Source (°C) 0°C -12°C
Growth Temperature 600°C 575-600°C
Growth Rate 0.166 um/min 0.055 um/min
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sample with donor idencifications in the literature, the

spectrum of that sample is compared to the spectrum of a
; well-characterized reference sample, taken at precisely the
I same magnetic field. This is accomplished by operating the
. superconducting magnet in persistent mode while both spectra
are recorded. The reference sample used in this work is an
ulrra pure AsCli-VPE GaAs sample grown by C. M. Wolfe at
M.I.T. Lincoln Laboratory, which has a liquid nitrogen
temperature moblility of u JK " 201,090 cm? /Vs and a carrier
concentration of a,, = 4.5 x 1013 cm™3 (22). The three
peaks present in the spectra of this sample, labeled X;, X3,
and X3 correspond to the three characteristic residual
donors present in high purity GaAs grown by this tecinique
(23,24). Since many of the early donor identification
experiments were done using AsCl,-VPE material, the energies
of peaks corresponding to different donor species relative
to the energies of X;, X, and X3 are fairly well known
(23,24).

The photothermal iounization spectra presented here were
recorded at 4.2K in a magnetic field of 65 kG. The rather
well-established ls - 2p (m = -1) donor transition energies
at which spectral peaks are observed for this magnetic
field, and the identification of these peaks with the asso-~
ciated donor species are shown in Table II. Some contro-
versy exists coancerning the identification of some of these
peaks, particularly for the X3 peak, which dominates the
donor spectra of all the MOCVD GaAs samples measured, but
most of the identifications are fairly well established.
Through controlled doping experiments by various research
groups, the X; peak has been associated with both C (23) and
Ge donors (26,27,28), and it may be that both of these donor i
species contribute peaks at or near X3. The photolumines- :
cence data and mass spectrometric data presented here :
suggest that the dominant donor specles producing the Xq
peak in these c'mples may be C and not Ge,

Photoluminescence measurements were made at tempera-
tures from 1.8K to 20K, using 51458 excitation light from an
act laser, in order to identify the residual acceptors
present in MOCVD grown GaAs. Dsta were interpreted by com-

parison with the back-doping experiments of Ashen et al
(29).
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Table II. Energy of ls-2p (m = -1) Transition
(65 kG) for Various Donors in GaAs

Donor Energy
Pb 35.0 cm”!
x; = st(1) 35.3 e}
Se 35.42 cm”!
Sn 35.50 cm !
Xz = §'2) 35.90 o’}
x3 'y ) 36.82 !

Ge'3 36.7 cm !

(1) X1 was originally thought to be a complex involving a
Ga vacancy (23), but more recently has been identified
as Si by Ozeki et al (26) and Low et al (34).

(2) X2 was originally thought to be Si (23) but more
recently has been identified as S by Ozeki et ai (26)
and Low et al (35),

(3) There is some ambiguity in the identificatfon of C and
Ge donors. Recent work (26,27,28) identified the X3
peak of Wolfe et al (23) as due to Ge.

Mass and Emission Spectroscopy (Qualitative). The mass
gspectra of the TMGa source materials and isclated contami-

nants were recorded on a low resolution Hitachi-Perkin Elmer
RMU-6D magnetic sector mass spectrometer. Metal and non-
metal micro-impurities were identified by emission spec-
troscopy with an Applied Research dc arc grating spectrom~
eter. Both of these measurements were performed at a com—
mercial testing laboratory.

Experimental Results

Evaluation of As—-Received TMGa Source Materials

Two sources of ™Ga of particular interest from differ-
ent vendors were analyzed by growth of GaAs fi{lms and by
mass spectroscopy prior to repurification. The electrical
transport properties of undoped GaAs films grown with these
two sources are summarized in Table III. The GaAs grown
with the TMGa-A source is low purity with Mook 30,000
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Table III. Electrical Properties of GaAs Grown by MOCVD With
As—Received Trimethylgallium Source Materials

L Property Source~A Source-8
Mobiliey at T7K* 29,800 32,500 87,500 89, 400°
(Ng = N.) at 7K 2.9 5 1043 3.4 = 1045 2.6 2 {04 3,9 « 100
AsHy /(CH3 )sCa ~40/1 ~103/1 ~40/1 ~103/1
Technique APMOCVD LPMOCYD APMOCYVD LPMOCVD

3 Filp thickness for all samples ~20 uam,
5 ,(77°) » 108,000 car /V-sec at growch temperature -575°C,

cm? /V-sec and a relatively high residual doping density
(Np = Ny ~3 x 1085 @ ).

In comparison, the GaAs films grown with the TMGa~B
source were high quality with u,,. = 90,000 cxf /V-sec and a
residual doping demsity (Np = Ny ~3 x 1085 cw™3) which is
approximately an order of magnitude lower than that obtained
from the TMGa—-A source.

Both TMGa samples were first analyzed for major contam-
inants by low resolution mass SpectrosScopy. Both source
materials exhibited all four cracking patterns character-
istic of TMGa with the correct 1sotopic ratio distribution
for the two stable gallium isocopes (Ga’l 40Z; Ga®%, 60%). ,
These results indicate the absence of any associared gallium !
species; 1i.e., parent trimer ions [Ga(CH;);]i“. There were k
no molecular or fragment ions characteristic of any other
Group III metal alkyl contaminants.

Methyl iodide was identified to be the major contam—
inanc in the TMGa~A source material. Although the synthetic
history of the TMGa-A batch 1is unknown, it 15 possible to
rationalize the presence of the CHil on the basis of com=
monly used syntheses of TMGa. Three routes are summarized
in Table IV. All three methods involve CH3I in quantities
which are greater than stoichiometric. Since the boliling
poinct of CH3I s ~42°C, it {s quite possible that an ineffi-
cient fractional distillation would result in a poor separa~-
tion of the methyl iodide contaminant from the trimechyl-
gallium (BP ~55°C). The origin of low molecular weight
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Table IV. Possible Synthetic Routes to
TMGa~A Source Material

® Alkylation of magnesium/gallium alloy
/N
6CH3I + (Mg3Ga2) Alloy ~— 3Mg12 + o+ Z(CH3)3Ca

® Grignard alkylation of gallium tri-iodide

0
I + Mg 41:2:1— CH Mgl (ether complex)
3 12 3 .

CH
3CHJMgI (ether complex) + 03134::>h 3Mg12 + o+ (CH3)3Ga

® Redox alkylation of gallium mono—-iodide

0 .
N\
2CH3L1 + Gal + Cﬁsl — (CHB)3Ga + 2LiI +

hydrocarbons which were detected in the as-received TMGa-A
soyrce material is unknown. It {s possible that the
apparatus used to synthesize the TMGa and/or contain the
final product for shipment was degreased with hydrocarbon
solvents. Inefficient thermal vacuum outgassing of this
equipment could certainly lead to such contaminatiom.
Moisture on the surface of the synthesis apparatus and/or
containment bubblers could easily account for the methane
found. A trace amount of CHiOH was found during the mass
spectrometric analysis of the TMGa-B source material, but
could not be presant as a contaminant owing to its immediate
reaction with T™Ga. It most likely is generated by surface
reactions of CH3* in the mass spectrometer.

Repurification of TMGa-A Samples

To distill sample TMGa-A, the quartz still pot was
charged with ~110 grams of TMGa-A. After equilibration for
several hours at ~55.47°C, three major fractions of color-

PR
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less ™Ga liquid were collected over a period of ~240 min;
the first, ~34 grams over a temperature range of 55.47°C-
55.64°C; the second, ~40 grams over a temperature range of
55.67°C=56.32°C; and the third, over an interval of 56.37°C-
57.80°C. Vacuum distillation of the residuals in the coluan
and still pot left a yellow-brown viscous oily residue at
the bottom of the still pot. Pumping on this oil for

~2 days through a -50°C bath into a -196°C trap in series
condensed an oil of low volatility at -50°C, and left a
solid brown-yellow residue in the pot.

The second fraction of repurified TMGa~A was charac~-
terized by MOCVD crystal growth and mass spectroscopy. The
involatile pot residue was analyzed by mass spectroscopy and
emission spectroscopy.

To distill sample TMGa-B, the still pot was charged
with ~83 grams of ™Ga-8. The liquid was canary yellow in
color. After equilibrating the apparatus for several hours
at ~55.61°C, fractionation was begun. Three major fractions
of colorless TMGa liquid were collected over a period of
405 min; the first, ~28 grams over a temperature range of
55.61°C-55.64°C; the second, ~40 grams from 55.64~55.68°C;
and a third, ~10 grams over an interval of 55.68°C-55.71°C.
Vacuum distillation of the residuals in the column and still
pot left a (white/yellow) solid. Pumping on this solid for
~2 days through a =-50°C bath into a =196°C trap in series
did not change the appearance of the pot residue but
condensed a colorless material of low volacility at -50°C.

The second fraction of repurified TMGa=B was charac-
terized by MOCVD crystal growth and mass spectroscopy. The
involatile pot residue was examined by emission spectros-
copy. The ~50°C bath material was analyzed by emission
Spectroscopy. :

Characterization of Repurified TMGa-A

The transport properties of undoped GaAs films grown
with the repurified TMGa sources are summarized in
Table V. The data indicate that repurification of the
TMGa=A via one distillation improved the 77K mobility of the
films by a factor of about three and reduced the doner con-
centration by one order of magnitude.
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Table V. Electrical Properties of GaAs Grown by MOCVD With :
Purified Trimethylgallium Source Materials

Property Source A Source=B
Yonilicy ac 77K* 76,200 65,000 68, 400 106,700
(Ng = 4,) ac 73K 3.8 = 104* 3.9 « 104t 9.5 « 1044 2.1 = LOi*
ass /(clly )sCa ~40/1 ~103/1 Ja0/1 ~103/1
Tecnnique APMOCVD LPMOCVD APMOCVD LPMOCVD

film chickness for all samples ~20 us

The repurification of TMGa=-B via one distillation did
not seem to introduce additional major contaminants into the
material. The electrical properties of the films grown were
equivalent or slightly better than those previously obtained i
with the same source. It is possible that the background !

impurity concentracion is being limited by impurities in the
arsine at this purity level, and no conclusive statement
concerning a possible improvement of source TMGa=B by
redistillation is possible.

The photothermal ionization spectra for films grown
with TMGa-A and TMGa-B sources, both before and after ‘
repurification of the T™Ga, are shown in Figures 2 and 3. {
The relative concentrations of residual donors in these !
samples were determined from the relative peak amplitudes in i
the spectra. Absolute concentrations could then be calcu- i
lated using the 77K Hall effect data and the analysis of
mobility data presented by Wolfe et al (30). Donor con- ;
centrations determined in this way for the samples of
Figures 2 and 3 are shown in Table VI. :

In the gpectrum of sample 1, grown with the T™MGa-A !
source before repurification, the donor peaks are severely
broadened because of the large impurity concentration and |
the resulting impurity interactions (31). The residual
donors in this spectrum include the usual X3, and probably
Sn at lower energy. The purity of sample 2, grown with the |
same TMGa-A source after repurification is considerably 1
improved, as indicated by the 77K Hall effect data in
Table VI. The improvement in purity is also apparent in the
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¥ | Fig. 2 Photoconductivity spectra of GaAs grown
with T™Ga-A before and after distillation.

photothermal ionization spectrum of Figure 2, in which peaks
. due to the usual residual X3 as well as Sn and a much
smaller concentration of S are clearly resolved.

An improvement in purity of the GaAs grown with the
TMGa-B source afrer repurification is observed in the spec-
tra of Figure 3. In both samples 3 and 4, the higher con-
centration X3 donors dominate the spectra. The relative
concentrations of both Si, and also S, are lower in sample
4, grown with repurified TMGa-8. In sample 4, traces of Pb,
i and Sn, are also observed, at concentrations which would
have been below the detectioa limit in the less pure
sample 3, grown with unpurified TMGa-B.
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Fig. 3 Photoconductivity spectra of GaAs grown
with TMGa-B before and after distillaction.

olé -3

Table Vi. Impurity Concentrations x 1 cm

Sample upp(ea’/Ve)  Np(PB)  Mp(SL)  Np(Sm)  Np(S)  Np(Xy)

1 31,500 » . . * .

2 76,200 — — 4.0 0.9 2.9
3 98,100 —_— 1.9 — 2.0 2.4
& 103, 600 0.41 0.97 0.46 0.55 2.25
bl 87,000 —_— — —_— 0.72 5.8

—

*Spectrus was not suitable for determination of relative donor
concentrations.
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Fig. 4 Photoluminescence spectra
for high purity MOCVD sample.

Photoluminescence spectra taken at two different tem-
peratures, for a high purity MOCVD sample .grown with TMGa-B
before distillation (sample 5 in Table VI) are shown in
Figure 4. The 1.4855 eV peak 138 due to donor to Zn acceptor
pair (P) transitions, the 1.4930 eV peak results from
conduction band to C acceptor (B-A) recombination, and the
1.4893 peak 1s the overlap of the (P) peak due to C and the
(B-A) peak due to Zn. The 1.4855 eV peak in MOCVD GaAs was
tenctatively ascribed to Si (B-A) tramsitions in preliminary
4K photoluminescence measurements, the observed decrease in
amplitude of this peak with increasing temperature (see
Figure 4) is characteristic of (P) and not (B-~A) transitions
(29), and the absence of any Si (P) peak at low temperatures
indicate that Si acceptors are absent in this sample.
Strong, sharp doublet lines at 1.49373 eV, 1.49391 eV, and
1.49026 eV, 1.49046 eV were also observed at higher excita-
tion levels at 2K corresponding to the two~hole transitions
of excitons bound to C and Zn acceptors, respectively
(29). No two-hole transition doublets were observed for Si
acceptor bound excitors, confirming the absence of Si accep-
tors. The 1.4888 eV exciton line due to deep O donors,
which 1is usually observed in AsCly VPE material (29), was
also absent from the spectra of the MOCVD samples.
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Spectra on several other MOCVD samples showed quite
similar spectra, with C and Zn acceptors present at varying
relative levels. The spectrum of sample 2 in Table Vf, the
lowest purity sample measured, showed only C acceptors and
Zn was undetectable.

The absence of Ge acceptors in the photoluminescence
data for this MOCVD GaAs and the clear presence of C accep-
tors, suggest that the dominant donor species producing the
X3 peak in the photothermal {onization spectra may be € and
not Ge. This conclusion is also supported by the absence of
Ge in any of the mass spectrometric data for the source
material and pot residues presented here. It could be
argued, however, that the conditions under which the MOCVD
growth occurs (e.g., the large As/Ga ratio and rather low
growth temperatures) might preferentially incorporate
amphoteric impurities like Ge as donors rather than accep-
tors (32,33), and so Ge donors could account for the X3
photothermal ionization peak and still be absent in the
photoluminescence spectra. A more detailed correlation of
such spectra with the parameters of MOCVD growth is required
io order to understand the relative incorporation of these
amphoterics.

Spectrometric analyses of the pot residues are pre-~
sented in Table VII. These data indicate that tin is a
significant impurity in the particular batch of ™Ga-A
evaluated and provides confirmation of the photothermal
ionization data. The very high silicon content found in the
TMGa-B pot residue suggests that the distillation process
concentrated this particular contaminant in the pot and is
partly responsible for the apparent significant reduction of
silicon in GaAs films grown with repurified T™Ga-~B observed
in the photothermal ionization spectra.

The presence of arsenic in the T™Ga-B residue is not
difficult to understand if one considers the fact that the
source material and bubbler had been used for ~24 months in
the GaAs MOCVD growth apparatus prior to the repurification
experiment. The_exit of the bubbler was directly interfaced
with the mixing manifold of the reactor. Since very low
flows of H3.

passed through the bubbler (10-15 ccpm), it may
be that some back diffusion of AsH; into the bubbler took
place with subsequent formation of a less volatile addition
complex. Such material would tend to concentrate in the
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Table VII. Spectrometric Analyses of Pot Residues

TMGa=A Repuritication T™MGa-3 Repurification
Mass Spectromecric Eaission Spectrometric Emission Spectrometric
(Qualitative) (Weight ) (Weight )
CHy I Ga T4 Ga 47
Sa 0.01} Sa <0.006 (ND)
(CH3 )3Ga 3 <0.004 (ND) As 2.6
St 0,035 St 15
R, -0-R; Mg 0.0029 Mg 0.0025
- Fe 0.0038 Fe 0.46
Co 0.00056 Al 0.20
Ag <0.0001 (ND) Cu 0.0072
Nt T <0.001 (ND) Ag . <0,003 (ND)
Ca 0.0024 N{ 0.069
Cr <0.0002 (¥D) Ca 0.0036
Al 0.0038 Cr 0.024
T1 0,0062
Ma 0,11

(ND) This element vas not detected; the limit of detection for this analysis
was less than the smount scated in the table above.

Table VII

still pot during the low temperature distillation and even-
tually manifest itself as one of the nonvolatile components
of the residue. The lack of any such arsenic in the TMGa-A
residue may be due to the limited number of MOCVD experi-
ments performed with that particular bubbler prior to dis-
tillation of the TMGa.

The presence of an ether linkage (R;-0-R;) and CH3I in
the TMGa=-A residue lends further support to the synthetie
history of TMGa=-A proposed in Table IV. The presence of
significant amounts of Mn, Fe, Ni, and Cr in the T™Ga-B
residue suggests that these elements may derive from the
stainless steel bubbler used to contain the TMGa throughout
the 24~month period prior to repurification. These partic-
ular elements are major components of series 300 AlS)
austenitic stainless steels. The absence of Mn, Ni, and Cr
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in the TMGa-~A residue and presence of only ~0.0038 weight
percent Fe lends credence to the speculation that leaching
effects may be realized over extended time durations. The
TMGa-A material was exposed to the stainless steel container
environment for only a short period of time before
repurification.

Qualitative mass spectrometric analyses were performed
on the repurified TMGa source materials. The data indicate
that after one fractional distillation, only trace amounts
of CH3I remained in the TMGa-A source material. Methane and
other low molecular weight hydrocarbons were still present
in about the same relat ' ve concentration levels as origi-
nally found in the TMGa-A source material. This suggests
that the number of plates required to separate these carbon
contaminants from T™Ga is greater than that characteristic
of the packed column used in this study. It seems likely
that the use of a spinning band column would help correct
this separation problem because of an increase in the dif-
fusion coefficient of the vapor due to the turbulence
created by rotation of the band.

Unidentified w/e-104 and m/e-73 peaks were detected in
the TMGa-B source material after distillation. These peaks
were originally thought to come from the compound trimethyl-
silylmethyl echer, (CH3)3SiOCH3. However, closer examina-
tion of the mass spectrum indicated that the characteristic
fragmentation pattern of the trimethylsilyl group, (CH3)3Si,
was absent. This group breaks to give a large peak at
m/e=58 due to loss of one of the methyl groups from the
highly-branched silicon atom, and this is always the largest
peak in this heavy ion group and would have been the base
peak in the spectrum. The mass spectrum of such a silicome
contaminant would also be expected to give very large re-
arrangement peaks at m/e=34, m/e-45, m/e-59 with formulae
(S4H3)”, (SiCH3H2)*, and [Si(CH3)2H]" which are formed from
the S1(CH3)3 end of the molecule by elimination of methyl
groups with replacement of a single hydrogen atom for every
methyl lost. A series of peaks would also have been ex-
pected at m/e=47, m/e-61, and m/e-75 due to the addition of
the oxygen atom to the above ions. The characteristic
1sotope abundances for the heavy isotopes of silicon (S128,
92.22; S129, 4.7%; 5130, 3,1%) were also absent. The
absence of any detectable volatile silicon compounds in the
repurified TMGa materials seems to suggest that any contam—
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inating reactions between (CH3)3Ga and the S102 network are
minimal and that high purity quartz is a suitable agent in
which repurification and possibly storage of TMGa can be
done.

Mass spectrometric analysis of the T™Ga~A columa hold-
up material (trapped at -50°C) showed the presence of an
ether R1=-0-R2 in addition to undistilled ™Ga-A. A corres-
ponding analysis of the TMGa-B colummn hold-up material
(-50°C bath) indicated that nitropropane was present as a
contaminant. Nitropropane is a commonly used industrial
solvent and could have been used to clean the original
TMGa-B source bubbler prior to filling by the vendor. Its
boiling point of ~132°C dictates its concentratioas in the
column hold-~up and subsequent isolation during vacuum
distillation at -50°C.

An emission analysis was also performed on the TMGa-B
-50°C trap material, and the results are summarized in
Table VIII. The large decrease in the amount of silicon
found in the =50°C trap residue compared to that detected in
the pot residue indicates that the silicom contaminant is
bagsically nonvolatile. As would be expected, the concentra-
tion of major transition metal micro-impurities Fe, Ni, Cr,
and Mn 1s quite small (as compared to that found in the
TMGa-B residue) presumably due to the absence of delocalized
electron ligands which would impart more volatility to these
metal contaminants.

Emission spectrographic results for TMGa-A and T™Ga-B
vapors which were hydrolyzed/oxidized at the exit to the
distillation apparatus during the repurification process
established the presence of metal micro~impurities (ppm
range) in the gas phase during the distillatfon of TMGa
source materials. Quantitative elimination of these impur-~
ities would require very sophisticated techniques, such as
those used during the laser repurification of silane.

Charactgrizacion of Arsine Source Material

A sample of arsine/hydrogen used during this study was
analyzed by mass spectroscopy and gas chromatography for gas
composition. The gas composition agreed with the vendor's
analysis. Emission spectrometric analysis of the arsenic
powder resulting from pyrolysis of the arsine in a quartz
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Table VIII. TMGa=-B =-50°C Bath Material
Emission Analysis

Emission Spectrometric
(weight percent)

Ga 19

si 0.31

Al 0.84

As Trace <0.03

B 0.0022

Mg 0.0089

Mn 0.00067

Fe 0.036

Cr 0.00025

Ni 0.0085

Sa Trace <0.001

Cu 0.00098

Ag 0.00041

Ti 0.00062

Ca 0.068

chamber at 600°C showed arsenic to be the major constit~-
uent. Germanium, tin and zinc were not detected. Trace
copper (<0.00006 wtX) was detected.

Evaluation of Distilled T™Ga-B with '‘pecially Prepared
Arsine/Hvdrogen Source Material

Arrangements were made with the vendor of AsH3-in-H2
materials to prepare three different cylinders of AsH3/H2
from the same AsHy source, the cylinders to represent a
head, middle, and tail fraction of the pure AsHi. Analysis
was then made of the light organic compounds of each AsH3
fraction in its cylinder before mixing with UHP-H2 and
subsequent analysis of the mixture. The results are
summarized in Table IX. The "inferiority” of the head
fraction wvas demonstrated when undoped films were grown with
77K mobilities of only u,.y ® 50 000 em?/V-s with a net
carrier concentration of (Np ) “ 1,8 x 1015273, The
middle fraction led to films wit - Ny ) = 1.5-3.5 x
10'* cm™3 and u ., ~ 70,000 cm2/v-s.
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The electrical transport properties of undoped GaAs
f{lms grown using the tail fraction of AsH3/H2 are summar-
ized in Table X. The 77K mobilities of ~125,000 cm</V~sec
attest to the high quality AsH3-in-H2 in this tail fraction
and indicate the value of fractionating the AsH3 as well as
the TMGa when extremely high purity layers are needed for
specific device fabricatiom.

Table IX. Compositional Analyses of Special
Prepared AsHj/H; Mixtures

Concentration

Coaponents Head Middle Tail
AsHy (99.99932) 10.092 10.02 9,982
N2 <l ppa <l ppu <1 ppau
02 <1 ppm <l ppm <1 ppu
Ar <l ppm <l ppm <l ppu
Ch <l pps <1 ppm <l ppm
co <1 pps <l ppm <1l ppa
[+ /] <l ppm’ <l ppm <1 ppm
H (99.9999%X) Balance Balance Balance
Light Organic Analysis®
Ch 0.06 ppa 0.05 ppe ND <0.003 ppm
Czi and/or C2Hy 0.06 ppm 0.02 ppa 0.01 ppa
CaHe 0.02 ppm 0.02 ppm 0.01 ppm
C's ND <0.04 ppm ND <0.04 ppm 0.04 ppa
Cs's ND <0.04 ppm ND <0.04 ppm 0.0¢ ppm

2 Organic analysis of the pure AsH3 after its transfer to the individual
aixture cylinders and before addition of the UHP=i;,

Table X. High Purity GaAs Grown by MOCVD with Repurified
T™Ga-B and Tail Fraction AsH4

Property LPMOCVD APMOCVD
Mobility at 77K 125,000 104,000
(Np - N,) at 77K 4.8 x 10!3 1.1 = 101!

AsH3/(CH3)3Ga 103/1 40/1
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Lonclusions

We have demonstrated that controlled fractional dis-
tillation with a packed column is an effective technique for
improving the quality of commercially available trimethyl~-
gallium source materials. However, this technique does not
separate low molecular weight aliphatic hydrocarbons or gas
phase metal/nonmetal micro-impurities from trimethylgallium.
Fractional distillation has helped to isolate and identify
ma jor source impurities in these source materials.

The photothermal ifonization measurements show that, in
the purest MOCVD samples, a single impur‘ty species domi-
nates the residual donor concentration. Together with the
photoluminescence measurements and mass spectrometric data,
these measurements suggest that this donor species is C and
not Ge, but this assignment should be regarded as tenta-
tive. The residual shallow acceptors present, as determined
by photoluminescence, were C and usually Zn in varying rela-
tive concentrations. Finally, high purity GaAs with Uaag
125,000 cm2/V~s can be realized using repurified TMGa and
AsH4 source materials.
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The distribution of impurities incorporated in epitaxial
i layers during their growth is detérmined by diffusion
{ due to concentration gradients and by drift in the built-
‘ in electric field. This problem has been previously
i treated in the approximation that the impurities reach
their equilibrium distribution during growth. We have
extended this calculation to treat impurity drift and
diffusion under non-equilibrium conditions, a situation
much more characteristic of most realistic growth condi-
' tiong. In the new calculatior, the solution of the
Shockley-Poisson problem is exact and the boundary con-
dition at the growth interface is an approximation based
on the electrostatics of surface states. The new calcu-
. lation also permits consideration of cutdiffusion from
! the substrate, a phenomenon of technological significance.
It is also capable of modeling variations of source im-
purity concentration and growth rate during epitaxial
N growth. Calculations modeling n-type GaAs epitaxy of
practical interest are presented.

Key words: impurity incorporation, impurity redistribu-
tion, epitaxial growth, Shockley-Poisson equation, GaAs.
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Introduction

The incorporation of impurities in epitaxially grown
layers of semiconductors and their subsequent redistribu-
tion often leads to impurity and carrier density profiles
that are unforeseen and that may be unfavorable for certain
applications. Examples are: the formation of high resis-
tance or inverted polarity layers in Gunn devices and the
occurrence of high conductivity layers close to the SI-
substrate in FET's and IC's.

A model has been proposed by Wolfe and Nichols (1,2)
to account for some of these effects. In this model the
impurities redistribute by diffusion in concentration gra-
dients, drift in the built-in electric field due to surface
states and the doping discontinuity at the layer-substrate
interface, and finally due to the growth itself.

In order to model these processes analytically, it
was necessary to make several restrictive assumptionmns,
some of which were known to be unrealistic. In particular,
it was assumed that the impurity distributions were sta-
tionary, that no impurity transport crossed the substrate-
epitaxial layer interface, and calculation was restricted
to epitaxial layer impurity concentrations so small as not
to affect the interfacial electric fields. Therefore, al-
though insight could be gained, especially into the usually
neglected effect of the field, no quantitative conclusions
could be drawn. 1In the present work we improve the model,
renouncing the less realistic assumptions and providing
for the simulation of a greater variety of growth con-
ditions.

New Dynamical Model

With typical ionic diffusion constants and mobilities,
and with epitaxial growth rates of technological impor-
tance, the impurity distribution does not reach a steady
state during epitaxy. Transport of impurities across the
epitaxial layer-substrate interface can be an important,
even dominant feature of impurity redistribution. If the
doping of the epitaxial layer exceeds the intrinsic carrier
concentration, redistribution affects the field. These
points are accommodated in the new model. Moreover,

T

2\
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although the specific simulations we have carried out so
far assume homogeneous initial doping and uniform growth
rate, the model is designed to accommodate arbitrary non-
uniformities in both space and time.

Assumptions_of the Model

| 1.
2.

The material is homogeneous (homoepitaxy).

The material is nondegenerate and the electrons and
holes are in thermal equilibrium. This implies that
the electron and hole concentrations (n and p re-
spectively) satisfy

2
mp = oy (1)

where n, is the intrinsic carrier concentration, and
from the absence of carrier current, that the electron
concentration and electric field E are related by

:-:--"T‘Timn (2)

The substrate is semi-infinite, and the potential and
field deep in the substrate go to zero.

The growth surface is characterized by a fixed surface
state concentration. These states are always fully
ionized and the field at the surface (x = Q) is con-
stant and determined by the surface charge density,

g

S
cE(0,t) = 9 (3)
wvhere ¢ is the total dielectric constant.

The ambient phase is ideally stirred; there is no dif-
fusive impurity flow.

There are no temperature gradients.

All the impurities are fully ionized. This means that
the total doping is

C= 3 z, N (4)
k
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where N, is the concentration of the kCh impurity and
2, the number of elementary charges it carries. We have

+1 for a simple donor

-1 for a simple donor

The impurities diffuse by a simple non-reactive mecha-
nism. This implies that the flow I of the kth im-
purity, is

"
Be® D Tt N (5)

where the ionic mobility ,, for the kth impurity is
given by the Einstein rela%ion

qu

M ™ By T Dk (6)

B, is a numerical factor which depends on the diffusion
mechanism (3, pp. 92-99):

1.27 for a vacancy mechanism

1.0 for interstitial diffusion

The continuity equation for the kth impurity is
LN o
ot ax

without generation or recombination terms.

The surface conductance which determines the outdif-
fusion from the growth surface and has the dimensions
of velocity (4), is much smaller than the growth velo-
city. The implication of this assumption will be dis-
cussed below, in connection with the surface continuity
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condition of the impurity fluxes. It implies that a
hypothetical distribution coefficient, k , defined
in the absence of surface fields and concentration
gradients would be equal to unity (5, p. 9).

10. The high-temperature impurity distribution is frozen
in upon cooling.

Critique of the Assumptions

For some of the assumptions the validity is deter-
mined by how the growth situation is set up; for others
by what types of impurities are used. Most electromically
ugseful materials are nondegenerate especially at growth
temperatures. Also, many impurities are fully ionized,
even at room temperature. During growth this is true for
an even larger class of impurities. If the chemistry of
any reactive diffusion mechanism present were well under-
stood, the model could be extended to include this but we
have not attempted such an extension here,

The assumption of a constant surface field is an
approximation. In principle one should fix neither the
potential nor the field at the surface, but instead one
should use a self-consistent solution taking into account
the energy dependence of the surface state density, a
quantity about which little is known at growth temperature.
We shall see below that for common growth conditions the
choice of boundary condition made here is not critical.

There is very little information on the surface con-
ductance of impurities in GaAs. It is known to be very
small for Sb diffusing from Ge (4), and a temtative analy-
sis of recent data on the diffusion of Cr from GaAs (6)
yields a value of =1lum/h, consistent with our assumption.

Whether the last agsumption is valid or not depends
on the temperature dependence of the diffusion coefficients,
but in most instances the combination of temperature de-
pendence and rapid cooling rate will make this a very good
approximation.

In summary, the assumptions made here are not very
restrictive, and the model should be useful to simulate
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a wide variety of growth processes. It is to be under-
stood, of course, that we model only planar growth.
Lateral growth and edge effects are excluded from con-
sideration.

Governing Equations

We make the following normalizations:

Position x expressed in terms of the intrinsic Debye
length Lo, _v

ekT
Lpi "/ 2_
a8y

: Potential ¢ expressed in terms of

M
¢

Electric field E expressed in terms of

¥

E. # c——

0 Lpg

! Concentrations n, p, N, C expressed in terms of the
intrinsic carrier concentration n,.

Time t expressed in some convenient unit to. ‘ :

) Diffusion constants Dk expressed in terms of

Growth velocity v expressed in terms of
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v a0
0 LDi

Impurity flow Jk expressed in terms of

=n.,v

Jo = 24Yp

The Electric Field Problem

The electrostatic potential ¢ is obtained by solving
Poisson's equation, which for a one dimensional nonde-
generate semiconductor with the mobile carriers in thermal
equilibrium reads (7)

2
. 3—% = 2 sinh (b + ) - C. (8)
. Ix

This will be referred to as the Shockley-Poisson equation
(SPE). It has been written with partial derivatives al-
though it is valid only for a static situation. The rea-
son is that the potential and field will change in time
due to the redistribution, but only so slowly that an

electrogtatic approach is valid. The electric field is

] S 1"

X

The boundary conditions for our semiinfinite case are

g
L 20,0 - - w (9a)
¥(=,t) = 0 . (9b)

The constant wc is given by

C
-1 0
¥, = sinh (T) (10)

where Co = C(»,t) independent of time.
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From the potential the electron and hole concentrations
can be obtained

n=n(=e"; p --% = p(=)e ¥ . (1)
The conductivity ¢ in units of qu“ni is
u
¢ =n + :2 P . (12)

n

The Redistribution Problem

If we put the origin (x = Q) at the moving growth
surface the impurity flow is

oN
k
Jk - - Dk vy + szkaENk + ka . (13)

The continuity equation (7) can then be written

N, a2, ) N,
T M ' ENy ,‘ voax - (19

The initial condition is

N, (x,0) = Nop(®) - (15)
The boundary conditions are

B (=,t) = N (=,0) = N, (») , (16)

aN
k
- D 53 (0,t) + ‘zknknks(o.:) + v(t) ’ N (0,2) =

V(DN (£) , an

where Na (t) is the concentration in the ambient phase.
This las¥ expregsion reflects the continuity of the flow.
It 1is here that the surface conductance (assumption 9) has
been neglected.

|
!
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The electric field problem and the redistribution
problem constitute a system of two coupled second-order
differential equations, one ordinary and intrinsically
very nonlinear, the other partial and nonlinear in the
sengse that the field depends in a complicated way on all
the impurity concentrations. Without making severe simpli-
fications this calls for numerical methods.

Numerical Method

To study the time evolution of the impurity redistri-
bution we make stepwise calculations of the concentrations
using the field at the termination of the last step. At
each discrete time we recalculate the concentration with
halved steps until the result converges, or until the time
step is no longer larger than a preset minimum. This
minimum time interval is determined from the requirement
that the model be macroscopic. For each time step we have
two two-point boundary condition problems: one for the
field and once that is know, the redistribution.

These are solved by finite difference schemes (8), in
the field case combined with a quasilinearization (9)
scheme. The infinity-boundary is picked sufficiently
deep in the substrate. Both the concentrations and the
field/potential vary rapidly over short distances while
being almost constant in large parts of the studied re-
gion. This necessitates a variable mesh technique which
has to be dynamical because of the moving growth inter-
face. Details of the numerical methods will be reported
later.

Results for GaAs at 1000K

We have chosen, as an initial application of the
model, to simulate two epitaxial growth processes in which
the effect of the interfacial fields might be significaat.
They are:

1) growth of lightly doped n-type GaAs on a heavily
n-type substrate; and

2) growth of moderately doped n-type GaAs on a com-
pensated semi~insulating substrate.
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These processes are interesting because they are repre-

sentative, respectively, of the technologies for fabricating

Gunn effect devices and MESFET material. We have chosen
realistic values of initial impurity concentrations and of
growth velocity, and what we believe are reasonable esti-~
mates of ionic mobilities and diffusion coefficients (10).
The resulting impurity concentration profiles show some
striking inhomogeneities, especially in the distribution
of minority species. In the two runs that we have simula-
ted in detail, these inhomogeneities do not generate harm—
ful conductivity profiles. It is possible, on the basis
of these results, however, to recognize combinations of
parameters that may prove troublesome in applications.

Before discussing the numerical simulations in detail,
we can point out some features that they have in common.
We assume a high temperature acceptor-like surface state
density as calculated by Wolfe and Nichols (2) of N =
6.3 x 1011 cu~2, The surface electric field associfted
with_ the corresponding charge density is E; = -8.6 x 104
Vem . In Figures 1-14 all concentrations are given in
units of the measured (11) 1000K intrinsic carrier concen-
tration of ngy = 6 x 1016 cm=3, distances in units of the
intrinsic Debye length Lpy = 3.2 x 10~2 um, potential in
units of kT/q = 86.2 mV, flectric field in units of
KT/qlpg = 2.66 x 104 Ven™" and time in minutes. The re-
sulting units of diffusion coggtant and velocity are,
respectively, Dg = 1.75 x 10~ em?s™! and vg = 1.96 ymh~1,

We find that, for any reasonable growth velocity, the
growth interface rather quickly outruns any effects associ-
ated with the subgtrate—layer interface. This means that
the interfacial field rapidly divides into two regioms.

The chief effect of the field region associated with the
growth surface, after the initial growth stage, is to es~-
tablish a surface concentration profile. If, as is usual,
the growth rate is held constant, this profile does not
change. The gsurface field can, of course, have important
effects on distribution coefficients and complex formationm.
These processes are not modeled here, but one important
differential surface effect on donors and acceptors does
result from the fact that the growth velocity is greater
than the rate of ionic drift in the surface field. Because
of this, the electric field term in the boundary condition
equation (17), which discriminates between donors and

%
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acceptors, is small compared with the growth velocity
term, and both donors and acceptors develop a positive
concentration gradient immediately adjacent to the sur-
face. As soon as the surface moves away, the field be-
comes important, generating a donor accumulation (negative
concentration gradient) and an acceptor depletion (posi-
tive concentration gradient). Since these two effects
operate in the same direction for acceptors, in opposite
directions for domors, the acceptor depletion beneath
the growth gurface tends to be more pronounced than the
donor accumulation. This tendency can be seen in the
concentration profiles of the incorporated impurities on
all the figures, which also show the minute surface re-
gion of "inverted concentration gradient”" of the donors.

The separation of the two interfacial field regiouns
has another interesting, and not a priori obvious bearing
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Figure 1. The electrostatic potential for the
growth case listed in Table I, after
0, 1, 5, and 10 minutes of growth.
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Figure 2. The electric field for the growth case
listed in Table I, after 0, 1, 5, and
10 minutes of growth.

on the growth surface boundary condition. We have assumed
a fixed surface field, and we find that, after the initial
stage, the surface potential remains effectively constant
(Figures 1 and 9). Obviously the converse would be true
as well. Thus, knowledge of the actual, and poorly un-
derstood, high temperature surface state energy distribu-
tion which determines the relation between surface field
and potential, is not essential for a realigtic simula-
tion. For gome of the impurity profiles ripples occur.
These are numerical artifacts.

Growth on n' Substrate (Table I)

When the n-type substrate is more heavily doped than
the epitaxial layer, the interfacial electric field points
from the substrate to the epitaxial layer (Figures 1 and 2).
The substrate is partially compensated, its donors (Figure 3)
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Figure 3. The distribution of iwpurity no. 1
for the growth case listed in Table I,
after 1, 5, and 10 minutes.

experience a force pulling them out of the substrate, its
acceptors (Figure 4) a force pushing them back. Hence the
electric force aids the concentration gradient for the
donors, opposes it for the acceptors. 1If the diffusion
constants of the two species are roughly equal, this means
that the out diffusion of the acceptors lags behind that
of the donors, as can be seen from Figure 8. 1If, as would
be true for example for Se doping, the acceptors are an
order of magnitude more mobile than the donors, we find
(Figure 7) that very little charge separation occurs.

The opposite effect is experienced by the donors
(Figure 5) and acceptors (Figure 6) grown into the epitaxi-
al layer. Here interfacial field and concentration gra-
dient drive the acceptors in the same, the donors in oppo~
site directions. The somewhat surprising concentration
profilys of Figures 5 and 6 result from this interaction.
These profiles can be understood when it is realized that
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the field is mostly confined to the more lightly doped
epitaxial region. Hence, while it influences only the
edge of the substrate impurity profiles, it can cause a
pileup of donors, and "eat a hole" into the distribution
of acceptors, in the epitaxial layer.

The dominant effect in these simulations is the field-
aided outdiffusion of donors from the substrate. Since
this species has a concentration from one to three orders
of magnitude greater than any other, it blots out the
variation of all the minority species, so far as tlie re-
sulting room temperature carrier concentration is con~-
cerned. The effect posited by Wolfe and Nichols (1,2) to
account for an interfacial high resistivity layer would be
expected to occur if the substrate donors were effectively
immobile. Then either the separation of incorporated epi-
taxial layer donors and acceptors (species 3 and 4 in
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Figure 4. The distribution of impurity no. 2
for the growth case listed in Table I,
after 1, 5, and 10 minutes.
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Figure 7), or outdiffusion of partially compensating sub-
strate acceptors could produce a thin nearly intrinsic or

polarization reversed layer.

3 Growth on a Compensated Semi-Insulating Substrate (Table II)

We have attempted to model a Cr-compensated substrate
as follows: A concentration of 8x1016cm3 slowly diffusing
(D = 10-14 cm2s-1) residual domors (for example Si*) is
: compensated by 1x1017 em=3 Ccr of which 90% are totally
p: immobile substitutional acceptors, 107 mobile (D = 10712
em? 571 ) interstitial donors. The esitax§al layer grown
on this substzate incorporates 1x10! cm’lGSlowly diffus-
ing (D = 10~1% em2 s-1) donors and 2.5x10"° cm~3 an order
of magnitude more mobile acceptors, giving a net n-type
doping of 7.5x1016 cm=3. With this concentration, barely
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Figure 7. Superposition of the impurity profiles
after 10 minutes for the growth case
P, listed in Table I. (The impurity con-
¥ centrations are plotted to different scale).




&
°
z
-]
H
5 *PIXI3 3q 0) PAWNSSE aJe ISIY] . _WD 970146
S UOT1EIIUADUOD B YIFM S103dadde 1) 03 anp Bupje[nsuy-juwas A[[eIIJU] ST 2IBIISQNS Iy
=
£ T 0 0TxG* X x
x
m Le £1- Ix1 91 4 k4
-9
. x .
Lzl .:.-o?; :c?; X €
01 Nﬁloaxa oaoaxa x X 4
XA .Zloﬁxa foaxm X X 1
, Am\w___uv AmnauV 134e11dy 33je11sqng 101dadoy aouo(q *ON ’ {
| q d Ju0) satyjanduy
oo
~
I
y/ut o1 = A

*ajeaysqns Burjeynsuj-fwas uo lodey Teyxeiyda padop A[231viapoy
fuoriernuis yimoad syey-u puodas 11 arqel




PO

-79-

Impurity Redistribution During Epitaxial Growth 535
~ .
[ IMPURITY W )

T T T T T T T T
O 10 20 30 40 SO0 60 70 80
NORMALIZED DISTANCE FROM SURFACE

Figure 8. Same as Figure 7 but for a slightly
different growth case with Dl = D2
D3 = D4 = 10~14 cm?/s,

in excess of the intrinsic concentration of GXL016 cm-3

at 1000K, the epitaxial layer-substrate interfacial po-
tential (Figure 9) and field (Figure 10) are quite small
and they modify the diffusion only slightly. The chief
effect of the impurity redistribution comes from the
outdiffusion of donors (Figure 12) and the preferential
indiffusion of acceptors (Figure 14), which turns the
substrate slightly p-type near the interface. As a re-
sult, upon cooling to room temperature, the Debye shield-
ing length is reduced below what it would be without
redistribution and the carrier concentration falls off
considerably more steeply.

The epitaxial materjal for use in MESFET's and IC's is
frequently one to two orders of magnitude more lightly doped
than in our numerical example. Such epitaxial layers are
intrinsic at 1000K, and their growth on SI substrates
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would occur without an interfacial field. Under these
conditions preferential diffusion (12) of donors from a
heavily compensated substrate, as shown in Figure 11, could
produce a high conductivity layer at the interface.

Conclusions and Applications

The results we have obtained so far indicate that

our model is a versatile instrument for the study of ionic
diffusion and drift. We have demonstrated that even under
very simple epitaxial growth conditions ionic redistribu-
tion can produce fairly complicated impurity density pro-
files. We have already mentioned that the numerical tech-
nique contains options we have not yet used, such as
inhomogeneous substrate doping, depletion of the ambient,

changes in growth rate, etc.; and that it could be readily

modified to include reactive diffusion processes.

In addition to this first application of understand-
ing and interpreting the impurity density profiles that
arise with standard epitaxial growth techniques, we can
envisage at least two other uses of the model.

By mathematical experimentation we may hope to develop
growth and/or processing programs to achieve specified
doping and conductivity profiles suited to given function~
al applications. Such work would require detailed know-
ledge of ionic mobilities and diffusion constants. The
present model may assist in the determination of these
parameters by providing detailed quantitative correlations
between controlled growth experiments, analysis of the
resulting profiles, and numerical gimulation. The model,
especially 1f it is modified to include reactive diffusion
processes, should also be suitable for the simulation of
the annealing and activation of implanted impurities;
indeed, because of the absence of a moving boundary, such
simulations should be simpler than those of epitaxial
growth.
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Abstract—We have developed a model of Cr in GaAs which is consistent with a large body of
experimental data. It relies or recent spectroscopic models and on our interpretation of redistribution
and electrical data, all of which indicate the existence of Cr compiexes. The existence of rapidly diffusing
interstitial Cr donors is assumed and justified. The modei offers a unified picture of the effects of
implantation on the Cr profile. [t contains mechanisms for compensation and redistribution, which offer
an explanation of the semi-insulating properties of Cr doped GaAs and of the two apparently
incompatible classes of diffusion and anneal data. The redistribution depends on how the Cr was
incorporated and on the vacancy concentration profiles. A study of representatives of the two classes
of redistribution data allows us to estimate a lower limit of interstitial Cr diffusion constant and of the

vacancy diffusion lengths in GaAs.

1. INTRODUCTION

Cr-doped GaAs has been studied for some 20 yr. The
experimental data that have been generated over this
period fall mainly into three categories: spectroscopic
results, electrical properties, and redistribution phe-
nomena. Many properties of the GaAs:Cr system are
still not well understood. In this paper we present a
model consistent with a wide spectrum of expeni-
mental data from the three classes.

We start by reviewing indications of Cr interacting
with other defects in GaAs, and evidence of the exis-
tence of highly mobile interstitial Cr donors. We can
then give a unifying picture of the effect of im-
plantation on Cr, and reinterpret the compensation
and redistribution mechanisms of Cr in GaAs.

2. INTERACTION OF Cr WITH OTHER DEFECTS

It is becoming increasingly clear that one cannot in
general model Cr independently from other defects
that are present. We will therefore start with a short
survey of experimental data indicating defect inter-
action with Cr.

2.1 Cr complexes suggested by spectroscopic data

White{1a) has assigned excitonic recombination at
an isoelectronic Cr-complex (Crg,D,,)° as the cause
of the observed 0.84 eV photoluminescence line earl-
ierattributed to an internal Cr transition *£ — 3T;. This
assignment is supported by the Zeeman aniso-
tropy{1b] and by the angular dependence of the opti-
cally detected magnetic resonance{lc]. Picoi er a/.[1d]
proposed an interesting alternative: an interstitial Cr
coupled with an acceptor A on an arsenic site. This
would. according to the authors, explain the
0.575/0.535 eV transition.

tPresent address: Howlett-Packard Laboratones, 1501
Page Mill Road. Palo Alto. CA 94304, US.A.

2.2 Interaction suggested by redistribution duta

Favennec er al.[2] observed trapping of Cr in GaAs
implanted with oxygen. The dose was rather large,
which could indicate gettering due to damage. How-
ever, implantation of neon under the same conditions
(same dose and energy) did not cause a build-up of Cr
in the implanted region. The authors give complexing
of Cr and O as a possible explanation. Favennec and
L'Haridon(3, le] implanted Se and Zn into GaAs:Cr.
Their results do not indicate any complexing: i.e. no
trapping of Cr was observed in the implanted region.
Asbeck er al.[4] implanted Se and Kr. No trapping of
Cr in either case was reported. However, Evans er
al.(5} did see Cr trapping in the Se implanted region.
They used a dose 3 orders of magnitude larger than in
the two aforementioned papers. In the latter case the
Cr pile-up disappeared and formed again at the sur-
face after further annealing. An interesting case was
reported by Magee er al.[6]. They annealed GaAs
implanted with high doses of B (isoelectronic with
Ga). This increased the outdiffusion of Cr. compared
to annealing without implantation, and resulted in a
stable Cr depletion channel. A small tendency for Cr
pile-up at the implant peak was observed for high Cr
content. Ne implaniation(2] also enhances Cr
outdiffusion.

Tuck er al.[7] observed that S doping of an epi-
taxial layer grown on a Cr doped substrate decreases
the Cr outdiffusion more than an undoped layer. This
indicates some interaction between Cr and S.

It is possible that Cr is sensitive to lattice strain.
Clegg er al.[8] point out that Cr doping of GaAs
reduces the lattice constant. In regions of large
concentrations of As vacancies (e.g. at the surface)
the lattice constant is larger. The gettering of Cr in
such regions may decrease the lattice strain energy.
Strain due to interfaces between encapsulants and
GaAs may also interact with Cr. Eu er af.[9] suggest
that the surface pile-up of Cr would be caused by
precipitation of Cr at dislocations generated at the
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interface. They attribute the generally smaller accumu-
lation of Cr at unencapsulated surfaces to smaller
dislocation densities. This contrasts with the behavior
in the bulk. Simondet et dl.[1f] observe that Cr
prefers to migrate rather than to precipitate. They
perform implantation of Cr and study the redis-
tribution during the post-implantation encapsulated
anneal. The Cr peak flattens out and Cr accumulates
at the interface and in the encapsulant (silicon ni-
tride). A higher dose of Cr causes more damage, and
if Cr had a tendency to precipitate in damaged
regions, the Cr peak would disappear at a less rapid
rate, if at all. However, at higher doses the Cr shows
the same tendency to leave the region of im-
plantation.

2.3 Interaction suggested by electrical data

Mullin er al.[10] observed that the deep-level-
forming species in their samples were present at one
percent or less of the total Cr concentration in the
crystal. This led them to propose that Cr gives rise
indirectly to the species that controls the Fermi level.
They mentioned a Cr-O complex as one possibility.

Brozel er al.[l11] studied the electrical compen-
sation mechanism of Cr in GaAs doped with Cr and
Si. Using localized vibrational mode absorption mea-
surements they conciuded that there were no signs of
near-neighbor Si-Cr pairs. However, they did ob-
serve an increase of the Cr concentration when the Si
concentration was increased. They actually observed
a geometrical adjustment of the Cr concentration 10
the Si concentration. This behavior certainly indi-
cates some kind of interaction between Cr and Si.

Hobgood er al.[l12] observed that the post-
implantation activation of Si is more efficient when
the Cr background is higher. Although this suggested
to them a Cr-3i interaction, it does not seem likely
that this is due to Crg, forming pairs with Si. This is
because most of the Si atoms as donors reside on the
Ga sublattice where Cr is also thought to reside. This
would indicate that a Cr-Si pair is not as favorable
as, for example, a Cr-O pair.

3. INTERSTITIAL Cr DONOR

1t has been suggested that Cr can exist as an inter-
stitial donor in GaAs(13). In a paper to be discussed in
detail later, Tuck and Adegboyega(4] model their
diffusion data, which exhibit exceedingly rapid
diffusion of Cr, by invoking a very mobile interstitial
Cr-species (Cr,). We will assume the existence of very
mobile interstitial Cr donors. There have been experi-
mental data reported which support this. Deveaud
and Favennec(15] observed a new PL line in substrates
that had been Cr-implanted and annealed. and also in
contaminated epitaxial layers; i.e. layers into which Cr
had outdiffused from the substrates. A very interesting
feature of the latter is that, although the part of the
layer into which Cr had outdiffused contained almost
as much Cr as the substrate itself, it was not semi-
insulating. Furthermore. the new PL line was much
stronger than those usually assigned to Cr. The au-
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thors suggested that Cr may be located non-
substitutionally. Asbeck ¢r ul.[4] observed a spunous
n-type layer just below the GaAs-Si\ N, interface after
encapsulated annealing, and in this region Cris always
observed to accumulate at concentrations above the
expected solubility (3. 16]. Andre and LeDuc{!17] actu-
ally concluded that Cr incorporated into LPE layers
form shallow donors. contrary to Cr incorporated
during bulk growth. As mentioned in Section 2.1,
Picoli er al.[1d] argue the formation of (Cr,A)-pairs.
With our assumption this seems very likely to be
enhanced by an electrostatic interaction.

4. EFFECT OF IMPLANTATION ON Cr

The spectroscopic models invoking Cr compiexes
appear well justified. The existence of these complexes
would certainly affect both redistribution of Cr and
the electrical properties of Cr doped GaAs. Actually,
successful reinterpretation of both the redistribution
and compensation mechanisms in terms of Cr com-
plexes is possible, as we will see in the following sec-
tions. In this section we will focus on the cause of Cr
redistribution about implants. and present a unifying
qualitative interpretation.

The redistribution of implanted Cr discussed above,
indicates that Cr is much more prone to outdiffuse and
precipitate at the interface, than to be gettered in
damaged regions. If Cr actually does accumulate in
regions of implantation of a different ion. it is there-
fore presumabiy not because Cr is attracted by the
damage, but instead due to a direct interaction be-
tween Cr and the implanted species. The observed
redistribution of Cr upon post-implantation an-
nealing therefore suggests that Cr tends to complex
with the column VI elements (probably most strongly
with O), but that the barriers to be overcome in the
complexing reaction are so large that the material has
to be nearly amorphous before this takes place;
Simondet er al.[If] point out that doses of about
10'* cm - % effectively disorder the material, and it is in
this range that trapping is observed. The dependence
on the dose is well illustrated in [1g] where implanted
S traps Cr for a dose larger than about 10" cm . The
proposed mechanism also conforms well with the de-
pletion of Cr in regions of B impiantation. The dam-
age will undoubtedly produce a large amount of inter-
stitial Cr, which will have to compete with B for Ga
sites. Excess interstitial Cr will not accumulate in dam-
aged regions. but instead outdiffuse rapidly, by a
mechanism that will be discussed in detail in Section 6.

In summary, Cr does not appear to be attracted. or
repelled. by bulk damage caused by implantation. Any
accumulation, or depletion. of Cr in implanted regions
is likely to occur by an attraction. or effectively a
repulsion, by the specific implanted ions. The damage
only promotes the processes.

8. CO"APENSATION MECHANISM

Our model of Cr in GaAs relies on the existence of
(Cr.,.D.,) complexes, and rapidly di{Tusing intersutial
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Cr donors. Even though the (Cr,.4) complexes were
proposed as an alternative to the (Crg, D,,) complexes,
it appears likely that both kinds can occur. This would
offer an alternative interpretation of the compensation
in Cr-doped GaAs. As was first observed by Cronin
and Haisty[18], the semi-insulating properties of bulk
grown GaAs:Cr are remarkably independent of the
Cr concentration added to the meit. This behavior is
typically explained(11] by assuming that the deep ac-
ceptor level(s) of Crg, pin the Fermi level close to the
center of the gap. Excess Cr can the precipitate(18].

We suggest the following compensation mech-
anism: At the high bulk-growth temperatures the re-
sidual donors D,, are chemically compensated by Cr
through the formation of the isoelectronic complex
(Crg.D,,)°. The excess Cr is in the form of isolated
Crg, and Cr,. As the ingot is cooled the Cr, donors
flush out because of limited solubility and large
diffusion constant. Since the acceptors and the mobile
Cr, donors are oppositely charged, electrostatic attrac-
tion between the two species is expected. This will
enhance the formation of (Cr,4) complexes and con-
tribute to good compensation. In addition to giving
an alternative interpretation of the semi-insulating
properties of GaAs doped with Cr during bulk-
growth, this offers an explanation of the enhanced
apparent activation of Si in the presence of Cr. Si is
amphoteric and the Si-acceptors can be neutralized by
rapidly diffusing Cr,-donors. The same effect can ex-
plain the increase of Cr concentration with increasing
Si concentration that was observed by Brozel eral.[11]
even locally.

Thecompensation mechanism gives a first hint to an
understanding of the redistribution properies of Cr in
GaAs since we no longer can expect Cr incorporated
during high-temperature bulk growth to redistribute
in the same way as Cr introduced into the crystal at
lower temperatures. The rest of this paper will be
devoted to the redistribution problem.

6. REDISTRIBUTION MECHANISM

The foregoing discussion suggests that the problem
of Cr redistribution in GaAs is quite complicated. Cr
apparently occurs in several different forms: isolated
interstitial Cr,, isolated substitutional Crg,, complexed
interstitial (CrA), and complexed substitutional
(Crg D). Furthermore, there are a number of mech-
anisms involved in the redistribution: diffusion in con-
centration gradients, drift of Cr ions in a built-in
electric field. quasi-chemical reactions, and gettering
in the strain fields of surfaces and dislocations. We
expect the following reactions to be dominant:

Cr, + Vg, 2 Crg,, m
Cr,+ Voo + Dy, 2 (CrgDy,), 2

and
Cr,+ A= (CrA). 3

Three assumptions appear physically weli mo-
tivated: .
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(1) The actual transport of Cr occurs interstitially.
The diffusion and drift of the substitutional and com-
plexed Cr are negligible. This is typically assumed for
interstitial-substitutional diffusion.

(2) At the usually relatively low processing tem-
peratures there is no formation of (Crg,D,,) com-
plexes since this is a third order process and seems very
unlikely to occur after the original formation of the
crystal.

(3) The complexes are considerably more strongly
bound than the substitutional Cr ions to their sites.

The major technological problem with Cr doped
substrates is their apparent irreproducibility. Capless
anneal sometimes leads o0 surface build-up(lh. 9}, at
other times not[1 h, 19}, depending on temperature and
As overpressure. Capped anneal generally leads to
thin surface pile-up(3, 9, 16]. Apart from the surface
behavior, however, the different resuits do not appear
to dissimilar; i.e. they are characterized by a thin
(1-2 um) surface depletion of Cr, while the bulk con-
centration remains unaffected. The really astonishing
aeviation from most of these results is reported in the
experiments conducted by Tuck er a/[7, 14]. They
observed a remarkable penetration and diffusion of Cr
in GaAs leading to a uniform Cr concentration
throughout hundreds of microns, and a thick
(10-20 um) surface pile-up on both indiffusion and
anneal. The uniform bulk concentration was observed
to vary exponentially in time. In this section we will
focus on this apparent inconsistency.

As was mentioned in the last section, our model
indicates that the redistribution depends strongly on
how the Cr was incorporated. We will therefore study
the two cases of post-growth incorporated Cr as repre-
sented by the data of Tuck er al., and Cr incorporated
during high temperature bulk growth as represented
by the data of Kasahara and Watanabe. The latter are
typical of the behavior usually encountered. The re-
sults lack the surface build-up, presumably due to
stable conditions set by the As overpressure and tem-
perature. In both cases the vacancies will affect the
redistribution, and we will therefore discuss the ex-
pected vacancy concentration profiles in GaAs. In the
analysis we will ignore the drift of Cr in electric and
strain fields. This means that we do not model the
immediate vicinity of the surface. However we will
begin by giving a separate qualitative discussion of the
drift of Cr, in electric fields due to dopant gradients in
the bulk.

6.1 Drift of interstitial Cr

Drift in built-in electric fields can typically be ne-
glected except at surfaces and interfaces. At free sur-
faces it is difficult to distinguish between field induced
and strain induced built-up. However at an interface
between two doping regions in a structurally homoge-
neous crystal, an anomaly in the Cr distribution is
more likely to be caused by the electric field.

It has been observed (20] that Cr outdiffusing during
epitaxy from a semi-insulating GaAs:Cr substrate,
through an undoped GaAs butfer layer. into a n-GaAs
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active layer (electron concentration n), piles up at the
buffer layer side of the interface between the epitaxjal
layers for n=10"cm~? but not for n=15x
10'*cm =%, At the growth temperature of 750°C the
intrinsic concentration has been measured[21] to be
6 x 10'*cm ~>. That means that for the case where
pile-up is observed there is an electric field in the
interfacial region between the active layer and the
buffer layer. This is mostly confined to the undoped
buffer layer and is directed into this. The interfacial
pile-up of Cr resembles those of charged impuriues
reported in {22]. These were caused by the electric field
due to doping gradients. The observed Cr pile-up is
suck that the mobile Cr would have to be positively
charged. It is therefore likely that the interstitial Cr
actually is a donor as was argued above. The Cr
profiles observed by Linh er al.[li] in MBE layers
conform qualitatively with this assignment.

6.2 Vacancy concentration profiles

In the redistribution model we have outlined. the
vacancies play an important role primarily through
reaction (1). One possible native mechanism for Ga
vacancy production is the process,

Gag, + I = Vg, + Ga, @)

where / is an interstitial site. A similar reaction would
apply to As vacancies. It is also conceivable to have
vacancy production at dislocations. In cither case the
continuity equation for the vacancy concentration C,
can be written (neglecting possible drift),

écC, 2:c,
7 - Dl_a;_z' BC,+G, (5)
where D, is the diffusion coefficient. It is not clear what
the diffusion mechanism is, but it seems likely that it is
similar to that suggested by Swalin{23] for vacancy
diffusion in group IV semiconductors. The mechanism
would then involve transfer of an atom to a nearby
vacancy (for III-V semiconductors, at a next-nearest
neighbor site). x is the generation rate, and SC, the
annihilation rate of vacancies due to the dominant
mechanism, possibly reaction (4).

At the surface the concentration of vacancies need
not be the same as in the bulk since it can be more
readily influenced, for instance, by the As over-
pressure. In the steady state the vaca-«y concentration
profile is

COx)m CP 4 [CP—~ CMexp(-x/L), (6)
where C!" is the surface concentration, C' the bulk

concentration, and L, the vacancy diffusion length
given by

L= /D,B. M

6.3 Diffusion of Cr introduced after bulk growth
We believe that Tuck e al.{7, 14] have reported

some of the few experiments that involve essentially
only reaction (1). In these experiments radiotracer Cr
was diffused into bulk grown GaAs (Cr-doped or
n-type) at temperatures well below the growth tem-
perature. Under these circumstances, reaction (2) is
not expected to go to the right, and reaction (3) is
secondary due to the small number of isolated accept-
ors. The indiffusing Cr, which is the only Cr that is
detected. is thus not expected to interact strongly with
the residual impurities.

Tuck and Adegboyega (TA) account for the ob-
served exponential time dependence of the uniform
bulk concentration by means of a modei[l4]
involving the non-equilibrium chemistry of sub-
stitutional and interstitial Cr and of Ga vacancies.
The width of the surface peak permits them to
estumate the diffusion constant of Ga vacancies. It is
assumed that Cr can exist in GaAs as a highly mobile
interstitial species Cr,. or substitutionally on Ga sites
as immobile Cr,. The reaction converting each species
into the other is reaction (1). Only Cr, is incorporated
or desorbed at the surface. For Cr to penetrate to the
interior, it must first be converted by reaction (1) to
Cr,. It then diffuses rapidly and can again react with
Ve. to form Cr,. The limit chosen by TA to interpret
the experiments assumes that the surface incorpo-
ration and conversion reactions are in equilibrium,
that the interstitial diffusion is extremely rapid (in
effect, instantaneous on the time scale considered),
and that the bulk conversion is slow. In addition it
is assumed that no vacancies are generated or annihi-
lated in the bulk except through reaction (1). The
surface concentration gradients are qualitatively ac-
counted for by the diffusion of Vg,. This vacancy
concentration. depleted by reaction (1) during
indiffusion of Cr, is replaced by diffusion from the
surface, resuiting in a surface Cr peak, as observed.
In the outdiffusion experiment from a homoge-
neously vacancy-depleted sampi vacancies also
diffuse in from the surface, “pulling” Cr from the
interior to supply reaction (1), and again resulting in
a surface peak.

We adopt a similar model but with a substantially
modified picture of the vacancy dynamics. Unlike
TA, we assume that the vacancy concentration is
determined by the dominant native mechanism and is
always able to reach its steady state, on the time scale
of the experiments under study, leading to the va-
cancy concentration profile (6). This appears to us
more consistent with a rather large vacancy diffusion
constant, as inferred by TA, than the large departure
from equilibrium implied by their interpretation. We
could indeed adopt TA's viewpoint in which the
vacancy concentration is determined by the diffusing
Cr atoms. This would generalize to

Clx, 1) = CM(x) = [Cfx, 1) = C(x.0), (8)
where we assume equilibrium initial distribution C,(x,

0) = C"'(x). We find this limit less plausible. Either
approach, however, permits us to extend the validity
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of the treatment closer to the surface, and we are able
to estimate the Ga vacancy diffusion length from
TA’s data. We start in Section 6.3.1 by examining
rapid diffusion and find that we can deduce a condi-
tion on the diffusion constant necessary to keep the
concentration uniform. From this we can estimate the
lower limit of the diffusion constant for interstitial
Cr, again using TA's data. The combined effect of a
homogeneous distribution of interstitial Cr; and of
the vacancy equilibrium described by egn (6) on the
conversion reaction () is to produce a totai Cr
impurity profile that is to a good approximation
proportional to the Ga vacancy profile. This conclu-
sion is used in Section 6.3.3 to obtain a measure of
the Ga vacancy diffusion length L,.

The evolution of the bulk Cr concentration de-
pends in fairly involved fashion on reaction time
constants, distribution coefficients, and boundary
conditions. We have not obtained a solution for the
most general case, but in Section 6.3.2 we study the
limit considered by TA and also the limit where the
surface conversion reaction is the bottleneck. TA's
indiffusion data, which exhibit a large constant sur-
face concentration on indiffusion, indicate incorpo-
ration equilibrium, so this must be discarded as a
possible bottleneck. The entire process of incorpo-
ration, surface conversion of Cr, into Cr,, diffusion of
Cr, generation of Ga vacancies, and conversion
between Cr, and Cr, in the bulk is illustrated in
Fig 1.

6.3.1 Rapid diffusion leading to uniform concen-

“tration. We study an atomic species that redis-

tributes in a sample of thickness / by a simple
diffusion mechanism. The continuity equation is then

ac 3C

w=D ax?' ©
with boundary conditions set by the surface flux,
éc
J,1)=~D P 0.1) =¢[kC,— C(0.1)], (10a)
and
ac’
J, 1) = _DE; (. 0) = —v[kC,— C(l, 1)). (l10b)

In these equations C{x.t) and C, are the concean-
trations in the sample and in the ambient atmosphere
respectively, D is the atomic diffusion constant, k the

o= caéy taig?
1 2|
G m———
* *
v $) vé:)
SRFACE aux

Fig. 1. Reactions involved in the redistnbution of Cr intro-
duced after bulk growth.
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segregation coefficient and v the surface diffusion
velocity. We wish to determine the condition on D

that will keep the concentration practically uniform
at all times,

Cix, 1) = C'(1), (1
assuming the consistent initial condition
C(x,0)=C"(0). (12

With these initial and boundary conditions, the
solution of the diffusion equation is [24]

C(x, 1) = kC, = [C(0) — kC Jlcos a,x + ﬁ sin 2,x]
1
x exp ( — Da}t), (13)
where 2, is the first positive root of

22(v /D)
-—— 4
al—(v/D) (14
For C(x,¢) to be considered independent of x we
must have 2,/ < | and v/2,D < . If these conditions
are fulfilled, (13) becomes

C(t) =kC,+[C’(0) = kC Jexp(—1t/t), (15)

where

1, D

For the root 2, of (14) we get 2i = 2u/DI, so that
1/t = 2v/l as expected.

Thus, if the concentration is observed to relax
uniformly with the charactenstic time t, (16) sets a
lower limit on the diffusion constant.

D r. an

6.3.2 Bulk Cr concentration. The continuity equa-
tion for the Cr, concentration C, is not as simple as
(9) since Cr, is also involved in reaction (1). The
diffusion of Cr, is assumed to be fast enough to
maintain a uniform concentration and much faster
than the rate of the reaction. Under these conditions.
the continuity equation becomes

ac, 3%C, écC,
i a8
where the bar indicates spacial average. Thatis, because
of the fast diffusion of Cr,, it is only the giobal effect
of the reaction that matters.

Neglecting diffusion of Cr,, the continuity equa-
tion for the Cr, concentration C, is governed entirely
by the rate of the reaction (1),

2 L (b}
CTC;' - —;(;,’-,4»%0,"(.‘)(‘.(1). (19)
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This is an alternative to and an extention of TA's
continuity equation where we adopt the equilibrium
vacancy picture (6), allow for the time dependence of
the Cr, concentration, and superscribe the relaxation
time t, and the equilibrium constant x, with 5" for
“bulk™. This is done to distinguish these quantities
from those associated with the formally identical
surface conversion reaction, for which the parame-
ters may be different. This equation will lead to an
“outer” solution[25], which does not satisfy the
boundary condition that C, be constant at the
surface. At the surface there is a boundary layer in
which the outer solution connects with an “inner”
solution which falis off rapidly due to finite substi-
tutional diffusion and effects due to strain and fields.
This will be neglected here but kept in mind when we
estimate the vacancy diffusion length later.

The boundary condition for the Cr, concentration
is prescrited by the flux as in the last section. This
flux equals the net surface production of Cr, by the
surface conversion reaction. There is a surface gener-
ation o/t of Cr, , where o, is the surface concen-
tration of Cr, and t'¥ is the relaxation time anal-
ogous to ¥ in (19) but with superscript s referring
to the surface. ¢, is constant since we have assumed
incorporation equilibrium. Thus, per unit area

6, =k,Cd, (20)

where k, is the segregation constant for Cr,, C, is the
Cr concentration in the ambient atmosphere, and d,
is the thickness of an effective surface layer. There is
also surface annihilation of Cr,, i.e. Cr, becomes Cr,.
This process is described by a similar relaxation term,
C{t)d,/t'¥, where d, is analogous to 4, and !’ is the
relaxation time for this process. We find then

JO.0)= = J( ) =ofkCo—= C) (1)

where we have defined the surface diffusion velocity
v and segregation constant k; for Cr, as

d,
v= ;{-, , (22)
and . ’
d' (Dpln
kl’kngru Tars (23)
i

to point out the similarity with the boundary condi-
tions (10) for the problem in the last section. Any
direct incorporation of interstitial Cr would only
modify v in (22) and k, in (23).

Equation (18) in its present form is not similar to
equation (9), but it will be in the following two
limiting cases:

(1) Bulk conversion bottleneck: If conversion from
Cr,_to Cr, in the bulk is so slow that we can neglect
(éC,/ét) in (18). it becomes identical with (9) by
pu[u‘n' D =D, The estimate (17) of D, is

D,y I, (24)

However, the observed time constant is presumably
'™ which is associated with the slow bulk conversion
reaction. Thus. 1, € t'*'and the estimate of the required
magnitude of D, tends to get larger. On the expenmental
time scale then,

C{t)=kC,=C,, (25)
and the solution to (19) is

Cx, 1) = x$'C,C(x) + [C(x, 0) = x

x C,C'(x)]exp (/1) (26)

The total Cr concentration is

Cix,1)=C,+ Cdx, 1). Q7N

(2) Surface conversion bottleneck: The buik con-
version is assumed to be in equilibrium,

C(x.1) = x§'CICU, (28)
and the spacial average is
Cir) = kPCECU). 29)

Equation (18) then becomes,

L}

D]

éc, D,

G T Tespce o o

x2

3]

reducing it to the form of eqn (9). Thus we can apply
to eqn (30) the criterion we have developed above for
the magnitude of the diffusion constant required to
insure uniform C. egn (17). The cniterion vields

‘n
—lz_- > » £ (31
1 +xhC T,
In this case the observed relaxation time is t, but one
usually expects x'*'C'* to be much larger than unity
since it is essentially the ration of C, to C. So again
the estimate of D, would tend to get larger than that
associated with the observed time constant. The
concentration of Cr, becomes

C()=kC,+[C(0) = kCJexp(—1t/r), (32)
and the total Cr concentration is
C(x.r)=C{1)[1 + x2'C(x)). (33)

6.3.3 Esuimate of Ga racancy diffusion length. No
matter which of the conversion reactions is the
bottleneck, a plot of In[C(x.1)— C(x.1)] vs x of
TA's data should yield a straight line with a slope
— L. If the assumption of vacancy equilibrium is
correct the slopes should be independent of time t.
The data for such a plot from TA’s Figs. |, 3. 4 and
6 are displayed in our Fig. 2. From this it is apparent
that the data points for x > 10 um can be fitted with
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Fig. 2. Some of TA's diffusion data replotted in order to
estimate the Ga vacancy diffusion length. The numbers in
parenthesis refer to the figures in [14] used. (a) @ !0h,
1100°C, L, = 11.7um (4). (b) O 4h. 1100°C. L. =117 um
(1,4). (©) W 3h. 1100°C, L. =1l.1um (4).(d) ¥ 2h,
1100°C, L, = 11.1 um (4). (¢) A h. 1100°C, L, =14.7um
@. (D O 4h. 1000°C, L, = S.1 um (1). (g) ¥ $h, 900°C,
L,=9.1um(l). (h) A 4h,800°C, L. =12.2um (1). (i) ©
lh, 750°C, L, = 10.9 um (6).

straight lines except possibly for the data recorded
with the 900°C, 4-hr indiffusion (ling g). The 750°C,
1-hr outdiffusion data (line /) fall on a straight line
all the way to the surface. This is not surprising since
there is no large Cr, surface concentration producing
a large gradient in a boundary layer. All the lines
except ¢ and f yield roughly the same value of L,

L(Ga)=(11 £3)um. (34)

The two cases e and / are responsible for effectively
the entire standard deviation of 3 um. It may be
argued that this value of L, is not precise. However,
there are two important points to be made:

(1) L, is essentially time independent (lines a. b, ¢,
d and e); and

(2) L, is essentially temperature independent (lines
b. /. g and h).
The time independence supports the assumption of
vacancy equilibrium The temperature independence
is not unexpected if one considers the vacancy prod-
uction to occur through the reaction (4), and the
diffusion mechanism to be of the Swalin kind as
discussed earlier. In this case both D, and g in
expression (7) for L, contain an exponential of the
activation energy to remove an atom from its substi-
tutional site. If an additional vacancy production
mechanism were present. for instance due to a high
dislocation density, one would expect L, to decrease
(B increase). We would aiso expect temperature de-
pendence and some time dependence since the prop-
erties of dislocations can change. for instance by
motion. This may be a reason for the anomalous

cases.
6.3.4 Estimate of imterstitul Cr diffusion con-
stant. During indi'Tusion we have

o 10 20 30 L

Clx)=Clx, )l —exp(~1t/7)l,  (39)

where the timeconstant t is % if the bulk conversion
is the bottleneck and r, if the surface conversion is the
bottleneck. In the former case we have neglected the
concentration of Cr; compared to the equilibrium
concentration of Cr,. The condition on D, is

D,» ', 36)

Plotting In (1 — C(x, 1)/C(x, ©)] vs ¢ should yieid a
straight line with slope ~ t ~'. In Fig. 3 we show such
a plot for x = o, i.¢. in the uniform bulk, where the
fit is expected to be best. We used TA's Fig. 4 for
indiffusion at 1100°C. The estimated straight line to
fit the data points has been drawn, keeping in mind
that the relative errors increase as C(x,!) ap-
proaches C(ac, ). It yields t = 2.1 x 10*s. [n TA's
work / = 0.05 cm so /%t = 10" cm?/s. A rough lower
limit for D, would be

D,(1100°C) 2 10~ *cm?'s. 37
[ ]
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Fig. 3. TA's 1100°C bulk concentration ([14] Fig. 4) plotted
as a function of time in order to estimate the associated time

constant.
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Fig. 4. KW's 850°C anneal datai{19)) Fig. 2) replotted in

order to esumate the As vacancy deffusion length. (2)

C 1Smin, L.=038um. () 3 0min. L, =045um. ()
QC60mn L =050um. (d) A 120mun, L, =063um.
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It is interesting to compare this with the largest
conceivable diffusion constant. This occurs when the
diffusion is driven by optical phonons with a jump
frequency equal to the phonon frequency. For inter-
stitial diffusion in GaAs the optical phonon fre-
quency is f =8 x 10" s ~'. The interstitial jump dis-
tance is ﬁa/«t. where a is the lattice constant
(5.65 A), and

D{max) = a*f/8 =~ 3 x 10~ cm?/s. (38)

The Cr, diffusion constant is, thus, very large and
appears to be quite ciose to the phonon-driven limit.
It is interesting at this point to recall the theory
developed by Weiser[26] for interstitial diffusion in
the diamond lattice. He found that one would expect
some ions of intermediate size interstitially, virtually
without any potential barrier between sites. He pro-
posed that this may be the case for Cu in GaAs which
would explain its diffusion behavior.

6.4 Quudiffusion of Cr introduced during bulk growth

The contrast 1g experimental results that we set
out to study are those represented by the data of
Kasahara and Watanabe (KW){19). These authors
perform annealing experiments and study the
outdiffusion of Cr from the sample. They model the
result assuming substitutional diffusion and a finite
surface diffusion velocity. They get good fit far from
the surface with an increasing discrepancy between
theory and experiment as the surface is approached.

The present mode! offers an alternative explanation
which appears capable of accounting for the results
closer to the surface. In the experiments the measured
Cr was incorporated during bulk growth. That means
that most of the Cr is presumably bound in refatively
strong compiexes, mostly as (Crg, D,,). We suggest
that the dominant redistribution mechanism is the
dissociation of these complexes. Note that there is no
uniform reduction of the Cr concentration. If the
dissociation had occurred throughout the sample,
one would expect. in view of the fast diffusion of Cr,
inferred in the last section, that the reduction of the
Cr concentration would extend further into the sam-
ple. The dissociation appears to be catalyzed close to
the surface. The defect responsible for this is likely to
be native of the GaAs crystal since the surface
depletion appears in a variety of samples. The region
of the outdiffusion is much thinner than the Cr peak
in TA's data, which indicates that Ga vacancies are
not directly involved. We therefore suggest that the
arsenic vacancies are responsible for the catalysis. An
As vacancy adjacent to a (Crg,D.,) complex could
very well increase the probability of dissociation
which wouid then be described by

(CreDa) + Voo 2Cr,+ Dy + Vi + Vi, (39)
6.4.1 Estimate of As vacancy diffusion length. By a

technique similar to the one used to analyse TA's
data, we can estimate the As vacancy diffusion length

from KW's data. We assume that the As vacancy
equilibrum is maintained. This appears reasonable
since no V,, are consumed in the reaction (with the
possible exception of the formation of divacancies).
We will approximate the equilibrium vacancy profile
(6) by

C = Cexp (-~ x/L,), (40)

since the surface is typically very V,, rich. In view of
the rapid diffusion of Cr, the Cr, formed will “'imme-
diately™ result in a uniform distribution. The concen-
tration of Cr, will be exceedingly small and we can
negiect this and the capture by Vg, With these
premises the continuity equation for the total Cr
concentration will be

oC
T —-3(x)C, (41)

where y(x) is proportional to the As vacancy concen-
tration. With a uniform initial concentration C, the
solution is

Cix.t)=C,exp (—7(x)), (42)

with approximation (40) for the As vacancy concen-
tration. .

A plotofin((in C(x, 1) — In C,)/t] vs x shouid vield
a straight line with stope —L'. For different times
the lines should coincide; i.e. the position and slope
should be time independent. We plot the data of
KW's Fig. 2 in the described manner in our Fig. 4.
In each case (different 1) a straight line fits the points
very well and we can calculate the average esumated
diffusion length and the standard deviation,

L(As)=0.5+0.1)um. 43)

The standard deviation represents a reasonable error.
The drift of slope and intercept may indicate the
extent to which the vacancy equilibrium fails to be
maintained.

7. SUMMARY

We have proposed a model for Cr impunities in
GaAs that is consistent with a wide variety of experi-
mental observations, including spectroscopic, redis-
tribution and diffusion. and electrical data. This modei
does not appear to be in conflict with any reported
experiments. In particular, it accounts for the exceilent
compensation that is achieved with Cr doping. and we
can reconcile the apparently incompatible but equally
reliable diffusion and annealing data that have been
reported by different workers. It is also capable of
interpreting the observed Cr redistnbution about
implants during annealing.

By using this model to reinterpret expenmental
work reported in the hterature, we have also estab-
lished new estimates of several useful parameters for
both the impunty and the host crystal.
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A model of Cr in GaAs

We hope that the model also will be helpful in
analysing other experimental data on Cr in GaAs,
such as thermal conversion of GaAs:Cr substrates
and surface Cr pile-up during heat treatment, and
those associated with Cr outdiffusion into epitaxial
layers.
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8.3 Effect of electric fields on Cr redistribution at GaAs surfaces®
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During the annealing of ion-implanted Cr-doped GaAs, Cr often redistributes and accumulates at
the surface. Although this behavior has been attributed to strain fields and other mechanisms, the
widths of these accumulation regions suggest that electric fields due to surface states are a limiting
factor in Cr redistribution. For this reason we have developed a thermodynamic model for Cr
redistribution which takes into account the electric field due to surface states. A qualitative fit to
SIMS data on annealed unimplanted GaAs samples can be obtained with this model. We have also
used applied voltages during annealing to modify the amount of band bending and Cr buildup at
the surface. This experiment indicates that the accumulated ions are positively charged. We
conclude from these experiments that electric fields play a significant role in the redistribution of

Cr at GaAs surfaces.
PACS numbers: 72.80.Ey, 73.20.Hb, 82.65.Dp

There has been considerable recent interest in the redis-
tribution of Cr in GaAs during annealing processes. A
prominent feature of this redistribution is often an accumu-
lation of Cr at the surface. This pileup has been observed
under a variety of conditions, and attributed to As vacan-
cies'~? or encapsulant strains."*® To examine these possibi-
lities it is useful to consider the characteristic lengths asso-
ciated with Cr buildup. In many cases the cause of a physical
phenomenon can be determined from the various length
scales associated with different mechanisms. For example,
the estimated diffusion length of As vacancies is about 0.5
um.'® Although the characteristic lengths associated with
surface strain can change with conditions, it is also a long
range phenomenon compared to the smaller regions of Cr
pileup observed at the sur”:ce. In this letter we examine the
shortest length scale associated with Cr accumulation,
which is apparently due to the electrostatic field caused by
surface states.

The characteristic lengths associated with surface Cr
buildup as determined from secondary ion mass spectrosco-
py (SIMS) data in recent literature®*®''-'* and from our own
annealing experiments are plotted in Fig. | as a function of
annealing temperature. The characteristic lengths L, were
extracted from the SIMS data with the expression'?

Nin = n, coth}{r/L, + a), (ll‘

F= - qf VAN *(A - N ~(r)]dr

where N{r} is the impurity profile, n, the intrinsic carrier
concentration,  the distance from the surface, and

a = coth™ 'Yn(0)/n,. {2)
This is the equilibrium profile expected'® for positively
charged impurities in the presence of an electric field due to
surface states. Since Cr-doped substrates are nearly intrinsic
at typical annealing temperatures,'” the intrinsic Debye
length L, was also plotted as a function of temperature for
comparison. As can be seen in Fig. 1, all the data points lie
above or near the intrinsic Debye length curve. This suggest-
ed to us that electric fields due to surface states is the limiting
factor in the redistribution of Cr near the surface.

To examine this possibility in more detail, an equilibri-
um thermodynamic model was developed for the behavior of
Cr near the surface. Basically, this model consists of a fixed
surface charge and charged Cr species that can redistribute.
Space charge neutrality is assumed so that the surface charge
is exactly compensated by the net charge within the crystal.
We also assume a surface area that is large with respect to the
sample thickness, so that the problem is one dimensional.
The free energy of the system is then minimized to produce
an equilibrium distribution of Cr.

The Helmbholtz free energy F of a system with two Cr
charged species capable of redistributing was examined and
is given by

+ %f {[N*In=Ng )= [N"(W=Ng Jplr=r{[N*") =N ] = [N () =Ny ]}drdr

+ ka [N*(PInN*(r)+ N~ (r)inN ~(r)]dr + f,u[N *(A+ N~ {nldr, )

where V{r) is the potential due to surface states, v{r — r’) the
Coulomb potential, u the chemical potential, 7 the distance
from the surface, N *(r) the concentration of positive Cr ions,
N, the bulk concentration of positive Cr ions, N ~(r) the

* Research supported by the Office of Naval Research under Contract No.
NOOO014-80C-0762.

a7 Appl. Phys. Lett. 42 (4), 1S February 1983

0003-6951/83/040377-03801.00

';mccntration of negative Cr ions, and N, the bulk concen-
tration of negative Cr ions. The first integral on the right-
hand side of Eq. (3) is the energy due to surface states, while
the second term corresponds to the Coulomb interaction
among all charges. The third integral is the entropy contri-
bution to the free energy, and the last term is the chemical

" potential energy.
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FIG. 1. Comparison of characteristic lengths L, obtained from recent liter-
ature and our own expenments with the intrinsic Debye length L, . Open
symbols indicate encapsulated samples and closed symbols indicate unen-
capsulated samples.

To determine the equilibrium situation, Eq. (3) for the
free energy was minimized everywhere. This resulted in a
nonlinear differential equation which has an exact solution:

S dy

=2 W+ Ry + Ry~ R+ 1p7 “
where

t=r/ViL, )
is the normalized distance from the surface,

=N*r/Ng (6)

is the normalized Cr concentration,

xo = x(0) {7
is the normalized surface Cr concentration, and

R=Ng/Ng. (8)

The profile for two Cr ions has a pileup at the surface and a
dip near the surface in total Cr concentration due to the
depletion of N ~(r) near the surface.

To determine how well this model corresponds to an
experimental situation, unencapsulated GaAs substrates
were annealed in an As overpressure using a boat of InAs
held at the same temperature upstream. The InAs has about
an order of magnitude higher dissociation pressure than
GaAs and has been previously used'® to stabilize the GaAs
surface during annealing. SIMS analyses done on two of
these samples are shown in Fig. 2. One of the interesting
features of this experimental data is that the characteristic
length at 900 K is much larger than that at 1200 K. This
behavior is opposite to that expected for As vacancies or
surface strain, but in agreement with the temperature depen-
dence of the intrinsic Debye length. The characteristic
length at 900 K, however, is about a factor of 7 too large.

ars Appl. Phys. Lett., Vol. 42, No. 4, 15 February 1983
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FIG. 2. SIMS data for 900 and 1200-K curve fitted to the two charged spe-
cies model.

Both samples show a dip below the bulk level in their profiles
which is in qualitative agreement with the behavior for two
Cr ions. The total depletion in the 1200-K data, however, is
too large to be explained by surface states alone.

The dashed lines in Fig. 2 indicate an attempt to fit Eq.
(4) to the experimental data. The ratio R in the model deter-
mines the magnitude of the dip when only two charged Cr
species are present. If there are neutral Cr atoms N ¢ in the
material, however, they will tend to mask the dip since SIMS
analysis shows the total Cr concentration. The presence of
neutral Cr would have no effect in Eq. (4) since it acts only as
an added amount of Cr distributed evenly over the sample. It
does give us, however, an added parameter that can be ad-
justed to fit the experimental data. Also, the condition of
charge neutrality allows us to determine the surface charge
density Ng. The fit shown in Fig. 2 for the 900-K SIMS data
corresponds to an R of 5.8 10™*, a surface charge density
Ng of 2.8 10'* cm ~?, and a neutral Cr concentration N ° of
5.9 10'* cm~*. The fit for the 1200-K SIMS data corre-
spondstoan R of 20X 10*, and N, of 5.5 x 10'' cm -2, and
an N°of 7.4 X 10" cm 3. The values of N, obtained in this
process can be compared to a previously determined'’ value
at 1000K of 5.1x 10" cm ™2,

As shown in Fig. 2 the agreement between the model
and the experimental data is only qualitative. The reference
point used for the curve fitting process was located at the
point where the Cr concentration equaled that of the bulk.
The calculated curve obtained by this method indicates that
the surface on both samples should begin further in the mate-
rial. This difference in surface location could be due to the
presence of an oxide layer on these samples. The presence of
surface artifacts is known to cause matrix effects that affect
the accuracy of SIMS analysis near the surface.'®?° Part of
the cleaning process for these samples involved a 5:1:1
H,80,:H,0,:H,0 etch, which invariably leaves a thin oxide
layer on GaAs surfaces. To support this conjecture, the data

Yee, Fedders, and Wolfe 378
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FIG. 3. Cr redistribution as a function of applied voltage.

indicate a thinner oxide layer for the sample annealed at
1200 K which could be explained by greater oxide reduction
in a H, ambient at higher temperatures.

Toinvestigate further the role that electric fields play in
the redistribution of Cr at the GaAs surface, samples were
annealed with different applied voltages. Due to the surface
states present there is a built-in potential at the surface which
causes band bending. By applying a voltage to the surface,
the built-in electric field can be altered and the amount of
band bending reduced or increased accordingly. If Cr redis-
tribution is electric field dependent, then larger electric fields
and band bending due to negative bias should cause larger
positively charged Cr pileups at the surface. Conversely,
positive applied voltage should reduce the amount of Cr pi-
leup.

For this purpose a metal-oxide-semiconductor (MOS)
structure was used to apply various voltages to different
areas of the substrate during annealing. Anneals were per-
formed from 800 to 1000 K for two different time periods at
each temperature. The SIMS data shown in Fig. 3 are typical
of the results obtained. As can be seen, a negative bias on the
MOS structure produced a larger buildup of Cr near the
surface, while a positive bias reduced the buildup of Cr. This
behavior is in agreement with the expected behavior for posi-
tively charged Cr. In all the samples, however, the Cr deple-
tion beyond the surface is larger than can be attributed to the
effect of surface states. The variation in Cr bulk levels shown

are Appl. Phys. Lett., Vol. 42, No. 4, 15 February 1983
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in Fig. 3 is probably due to inhomogeneity in bulk C: con-
centration among the areas used for voltage contacts.

In conclusion, our results indicate that the electric field
caused by surface states is a limiting factor in the redistribu-
tion of Cr at the GaAs surface. This is supported by the
following observations: (1) the lower limit on the characteris-
tic lengths of the surface regions is very close to the intrinsic
Debye length; (2) a thermodynamic model for the redistribu-
tion of Cr in the presence of surface states predicts the gen-
eral shape of the Cr profile; (3) the application of electric
fields to the surfaces during annealing changes the magni-
tude of the Cr buildup.
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Abstract—In this paper we attempt to find systematic differences between the annealing condiuons for ion
implaated GaAs where Cr is observed to redistnbute and the conditions where it does not. For samples
where Cr redistribution was observed. we also separate electrical from chemical and/or strain interactions.
The results indicate that electrical interactions are at least a limiting factor and in most cases a dominant
factor in Cr redistribution. For this reason it appears that Cr redistribution in ion implanted samples can
be minimized or e¢liminated by annealing at temperatures such that the background free carrier

concentration screens out any internal electric fields.

NOTATION
Sembal  Unit
Ny em !
N cm '
n(x) cm”’
n cm~?
y cm™?
n, cm- um
X um
L um
L, um
d um
x um -’
B um-?
b dimensioniess
W volt
¢ farad,cm
k joule/K
T K
q coul.
INTRODUCTION

During the annealing of ion-implanted Cr-doped
GaAs. two major Cr redistribution effects are typi-
cally, but not always. observed: one is a pile-up of Cr
at thie outer surface; the other is some type of redis-
tribution and depletion of Cr in the vicinity of the ion
implanted region. The pile-up at the outer surface has
been atrributed to As vacancy gradients{1-3], encap-
sulant strains{1. 4-9), or surface states[10). The redis-
tribution in the implanted region has been blamed on
implantation damage|3. 6-8, 11-14) or a combination
of physical and chemical effects{15]). Although these
explanations in many instances may be correct. the
problem of Cr redistribution in general is not very well
understood.

tRescarch supported by the Office of Naval Research
under Contract No. N00014-80C-0762.

tNow at M T Lincoln Laboratory. Lexington. MA
02173, VIS A

This is not particularly surprising. lon implanted
samples are annealed with and without encapsulants,
atdifferent temperatures and pressures, with and with-
out an As overpressure, and under a variety of other
conditions. Thus, in some annealing experiments there
may be several phenomena producing Cr redis-
tribution, while in others there may be no driving force
for Cr migration. Because of this diversity in experi-
mental conditions and potential complexity of causes,
it could be very useful to understand the physical
mechanisms underlying Cr redistribution. in this pa-
per we attempt to achieve this understanding and
provide some guidance for reducing or eliminating the
problem of Cr migration.

GENERAL APPROACH

For these purposes we assume that all the Cr redis-
tribution observed by us and others could be caused
by some combination of electrical, chemical. or strain
interactions between the Cr and the rest of the
sample. On the basis of this assumption we then take
the following approach: (1) First, we investigate
systematic differences between experimental condi-
tions where Cr redistributes and where it does not. (2)
Then, we attempt to separate electrical from chemical
and/or strain interactions. In principle, item (2) can
be achieved due to the different characteristic lengths
associated with the possible interactions.

To follow this procedure, it is first necessary 1o
determine the background free carrier concentrations
in Cr-doped GaAs samples at typical annealing tem-
peratures. Fig. | shows the results of high tem-
perature Hall measurements on three encapsulated
Cr-doped GaAs samples. The carrier concentrations
were determined from the Hall data using an appro-
priate four-band model{16]. Also shown, as a dashed
line, is the calculated[16] intrinsic carrier concen-
tration for GaAs. A companson of the data with the
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dashed hine indicates that it is not unreasonable to
assume that the background carrier concentration in
Cr-doped GuaAs is intrinsic under most annealing
conditions. Unless indicated otherwise, we make this
assumption in the remainder of this work.

Figure 2 shows secondary ion mass spectroscopy
(SIMS) data on a. more or less. typically perverse
ion-implanted sample in which Cr-redistribution has
occurred. In this particular Cr-doped sample, Mg was
implanted and annealed for a relatively short time
(compared to Cr equilibrium) at a temperature such
that the intrinsic concentration, n, was at the level
indicated. The background Cr concentration, N is
also shown. The other symbols in Figure 2 will be
discussed later. Disregarding the bumps and wiggles
in the Cr protile. the salient features we are concerned
with here are the Cr pile-up at the outer surface and
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the depletion of Cr under the Mg implant out to
about 0.3 um. As we will discuss later. the Cr peak
in the implanted region is probably a nonequilibrium
artifact. We will tirst examine the Cr pile-up at the
outer surface.

Surfuce pile-up

Since almost all of the SIMS data in the hiterature
and all of our data indicate a pile-up of Cr at the
outer surfuce in annealed samples. we could not
systematicaily determine the conditions under which
it does not occur {item (1) above]. We. therefore.
proceeded to separate possible electrical from chem-
ical and/or strain effects [item (2)]. For this purpose
we assumed that the Cr profiles have the form.

N(x)=n,coth’(x L + 7). )

where v is the distance from the surface. n, is the
background carrier concentration, L is the character-
istic length associated with the profile. and

v =coth '[(NO)a)' " 2)

This is the equilibrium profile expected[10] for Cr ion
migration in an electric field due to surface states with
opposing charge. Equations (1) and (2) were
derived (1 7] for otherwise intrinsic material where n,
is the intrinsic carrier concentration, n,. and L 1s the
intrinsic Debye length, L. where

L =(2kT g°n)' - 3

The characteristic lengihs for surface pile-up, L,
were determined from egns (1) and (2) for a number
of our own samples and those of others[6-9. 11. 12,
18] by taking the surface Cr concentrations. N (0),
from the SIMS data and assuming that the back-
ground carrier concentrations at the annealing tem-
peratures. n,. were as indicated in Fig. 1. These
characteristic lengths are plotted in Fig. 3 versus the
Debye lengths at the annealing temperatures. as
determined from egn (3) for each sample. As can be
seen, all of the characteristic lengths are either close
to or larger than the Debye lengths.

Since the characteristic lengths associated with
chemical and strain fields are large compared to those
due to electric tields. these data indicate that the Cr
surface pile-up 1s typically due to a combination of
clectric. chemical. and or strain effects. (Experimental
problems. such as surface oxides, beam angle. etc..
can produce larger apparent charactenstic lengths
and cannot be excluded). Also. considering that the
charactenstic lengths approuch the intrinsic Debye
lengths but do not go helow it. the data indicate that
the interaction with surface states v the hmiting
Yactor 1n the redistibution of Cr at the surface This
conclusion s supported by other experiments|19)]
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pile-up versus intrinsic Debye lengths at the annealing
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IMPLANTED REGION REDISTRIBUTION

A number of annealing experiments have been
performed where the Cr in the ion implanted region
does not redistribute. For this reason we were able to
investigate the differences between these conditions
and those where redistribution is observed [item (1)
in the approach). In Fig. 4 we have plotted the peak
implanted ion concentration. N, (as determined from
SIMS data) divided by the background carrier con-
centration, n,, (as obtained from Fig. 1) as a function
of annealing temperature for a number of our own
and other samples(3. 4. 7, 8, 11-14, 18, 20-24]. The
solid circles indicate those samples where Cr was
observed to redistribute in the implanted region,
while the open circles show those where no redis-
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Fig. 4. Peak implanted ion concentration divided by back-

ground carricr concentration as a function of annealing

temperature. The solid circles indicate those samples where

the Cr redistributed. while the open circles show those where
no redistribution was observed.

tribution was observed. As can be seen, the dashed
line, N/n, = 1, separates the data fairly well.

Qualitatively, this behavior can be understood in
the following way: (1) During the annealing process
the implanted ions are activated, producing free
carriers. (2) If the free carrier concentrations pro-
duced by the implanted ions are greater than the
background carrier concentrations, the carriers
diffuse in the concentration gradients, producing
internal electric fields in equilibrium. The Cr ions can
then migrate in these electric fields, as well as in any
chemical or strain fields. (3) If the free carrier concen-
trations produced by the implanted ions are less than
the background carrier concentrations, there are no
free carrier gradients and no associated electric fields.
That is. the implanted ions are screened by the
background carriers. The Cr ions can then only
migrate in chemical or strain fields. The data in Fig.
4 indicate that, for most of the samples (not including
the high concentration B implants since B is iso-
electronic to Ga) where there is no electric field in the
implanted regions, there is no Cr redistribution.

For the samples above the line N/n, =1 where Cr
redistribution was observed, we now attempt to
separate electrical from chemical and/or strain effects
[item (2)]. We first assume that the activated im-
planted ion profile is given by,

N(x)= N exp[ — 2(x — xp)3), 4

where N is the peak ion concentration, z is related to
the straggle, and x, is the range. We further assume
that the free carrier concentration is,

n(x) =n exp{ — B(x — X)) + n,, (5)
where n is the peak carrier (electron or hole) concen-
tration, B is related to the standard deviation, and n,
is the background carrier concentration.

In equilibrium the electrostatic potential produced
by the diffusion of free carriers is.

kT
vix)= v In[n(x)iny), (6)

and Poisson’s equation is,

d(
i::t)=§[n(x)— N(x) = ng, ™

assuming the free carriers are electrons.
Using eqns (4), (5) and (7) the electric field is
maximum at the points x,, determined {rom,

(x -‘):_ln(N/n)
“tm i L 1_”

(8)

To find N/n in eqn (8) we take the second derivative
of egn (6). which is equal to eqn (7), and evaiuate the
equality at x,. The result, assuming B is approxi-
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mately equal to z, is,
n 1{ny 2xekT
s o+t — -1
N QAN ¢°N

i /n 22¢kT\'  n,]'*
41— -1 . 9
+3[<N+4:N)+ N] ®

and f## can then be determined from,

x ln(N>
N TP \n ) 28 (N
| + —exp = ; In (;) (10)

n, x—f 2 —

which is obtained from eans (5), (6) and (8).

Figure 2 illustrates how measured values of |x,,~x,|
are obtained from typical SIMS data and also how
values of N and x are determined to calculate values
of |x,,—xo|. The points of maximum electric field, x,,,
are the regions where the largest amount of Cr
depletion is expected. N is taken as the peak concen-
tration and x is found from the distance d where N
decreases to l/e of its value by,

2= (1)

Although few activated ion profiles and no re-
sulting free carrier profiles are Gaussian, as assumed
in eqns (4) and (5). the process indicated above
represents a reasonably accurate method for charac-
terizing the experimental data. We have calculated
exact values of |x,, — x| for several profiles using a
thermodynamic model[19], and found that this ap-
proximate model is accurate to within about 10°%,.

Figure 5 shows measured versus calculated values
of [x.-x,| for our own and other(3. 4, 7. 8, 12-14,
20-24] samples. The measured values were taken
from the Cr depletion regions farthest from the
surface to minimize surface effects. As can be seen, all
the measured and calculated values agree to within an
order of magnitude or less. We believe this cor-

Measured Ix - x,1 (pm)

“on Tle

Calculated Ix - xo! (pm)

Fig. 5. Mcasured cxtent of Cr depletion in ion-implanted

regions versus calculated positions of maximum electric

field. The duta are piotted assuming the background carrier
CONCENLFAtION iS INLFINSIC: My =1,

refation 1s reasonably good considering the approxi-
mate analysis, the potential experimental error, and
the possibility of strain in many of the samples.

The data in Fig. 5 were plotted assuming that the
background carrier concentrations were intrinsic,
ny=n, as indicated in Fig. | for the Cr-doped
samples we measured. There 1s some indication (5]
that, for samples with higher Cr concentrations, the
Cr increases the carrier concentrations above the
intrinsic values. Figure 6 shows data for the same
samples as in Fig. 5, except that |x,-x,| was calcu-
lated assuming a Cr-increased background,
ny = n,+ N,. The agreement between measured and
calculated values in Fig. 6 is about the same as in Fig.
5. except that fewer points fall balow the line in Fig.
6. This suggests that the electrical interaction is a
limiting factor for Cr redistribution in ion implanted
regions. Not all of the Cr, however, is expected to
yield increases in carrier concentration. Thus, the true
picture is probably somewhere between Figs. 5 and 6.

We have not included in Figs. 5 and 6 all of the
available data. There are cases for which |x,~x|
cannot be measured due to limitations imposed by
time and temperature. For long annealing times or
high temperatures all mobile charged Cr moves out
of the ion implanted region. This leaves one large
depletion region superimposed on the depletion re-
gion near the surface. In general, this situation cannot
be distinguished from that due to surface states alone
and |x,-x,| cannot be measured.

CONCLUSIONS

In conclusion, our results indicate that, although in
some cases chemical and/or strain interactions are
important factors, electrical interactions are at least
a limiting factor and in most instances a dominant
factor in Cr redistribution. Almost all of the SIMS
data exhibit Cr pile-up at the outer surface. In this
region the electric fields due to surface states appear
to be a limiting factor in Cr migration. When this is
the only factor, it should be possible to reduce this
migration by annealing at temperatures where the
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Fig. 6. Mecasured extent of Cr depletion in ion-implanted

regions versus calculated positions of maximum electric

ficld. The data are plotted assuming the Cr adds to the
background carrier concentration: n, = m, + N,
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surface states are screened by free charge carriers. In
the ion implanted regions, many samples show no Cr
redistribution. The annealing conditions for most of
these samples are such that the background carrier
concentrations are greater than the peak implanted
on concentrations. Thus, it should be possible to
reduce or climinate Cr redistribution by using Fig. |
to determine the appropriate temperatures for an-
nealing.
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C.1 Incorporation of amphoteric impurities in high purity GaAs

T.S. Low, B.J. Skromme, and G.E. Stillman

E - Electrical Engineering Research Laboratory,
P Materials Research Laboratory, and Coordinated Science Laboratory
o University of Illinois st Urbana—Champaign, Urbana, Illinois 61801

Abstract The incorporation of Group IV impurities as donors and as
acceptora in high purity epitaxial GaAs has been investigated using
photothermal ionization spectroscopy and variable temperature
photoluminescence to detect donors and a&cceptors respectively.
Samples from several sources of high purity LPE, AsCl3;-VPE, AsHy-VPE,
MOCVD, and MBE grown GaAs were nmeasured to establish the typical
residual 1impurities present and their relative concentrations. For
AsHq,-VPE, MOCVD and MBE GaAs, impurity incorporation data are
presented as a function of III/V ratio. The relative incorporation of
amphoteric impurities as donors and acceptors 1s compared with the
model of Teramoto (1972) for LPE and 1its extension to AsCl3-VPE by
Ashen et al. (1975).

l. Introduction

L r—— A 4 o

The Group IV impurities, ocamely C, Si, Ge, Sn, and Pb, .are expected to i
behave either as donors or acceptors in GaAs, depending on whether they :
substitute on Ga or As sites. It i3 well known that the relative
incorporation as donors and acceptors is different for different elements,
growth techniques, and growth conditions (e.g. growth temperature, III/V
' ratio, etc.) Much of this information has come from doping experiments
which rely on Hall effect data and the tacit assumption that ouly changes
in dopant incorporation are important in determining changes in carrier
concentration and 77 K mobility. The direct measurement of the concerr.a-
‘ tions of individual impurity species would afford a clearer picture of
f impurity incorporation, particularly at low concentrations. To this end,
photochermal ionization spectroscopy (described in detail by Stillman et
S al. (1977)), and low temperature photoluminescence have been used to
messure the concentrations of donors and acceptors, respectively, in high
purity GaAs prepared by a wide variety of growth techniques. The relative
donor concentrations were determined from the ls=2p(m=—1) peak amplitudes
at high magnetic fields using the identifications of Wolfe et al. (1976)
for Pb, Sn, Se, and of Low et al. (1982 a and b) and Ozeki et al. (1977)
for X|=S1, X;=S, and Xq;=Ge. The relative acceptor concentrations were
estimated from the relative amplitudes of the (D°~A°) peaks at 2 K under
1l oW excitation from an art laser, using the identifications in Ashen et
al. (1975). Absolute donor and acceptor concentrationa could then be
determined using the total Np and N, calculated, under the assumption that
the shallow impurities dominate the ionized impurity scattering, from the
77 K Hall effect data by the method of Wolfe et al. (1970).

0305-2346/83/0065-0515 $02.25 © 1983 The Institute of Physics
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2. Anghoceric Impurities in LPE GaAs

The residual shallow impurities in high purity undoped LPE samples from
seven different sources were measured (see Skromme et al. 1983a). The
photothermal ionization and photoluminescence spectra for the Hewlett
Packard sample are shown in Fig. 1 (a) and (b), and are typical of the
spectra of the other ssmples measured. The characteristic LPE residual
donors, Pb, X;=Si, Snm, tﬂd x;-s are present at concentrations of 0.28,
0.22, 0.12 and 1.54 x10 respectively. The dominance of X;=5 is
usual for both graphite (Skro-e et al. 1983a) and silica (Cooke et al.
1978) boat grown LPE GaAs. The characteristic LPE residual shallow
acceptors, C, Mg, Si and Gc are 3pteaent at approximate concentrations of
0.13, 0.18, 1.0 and 0.03 x10} bem respectively.

The photothermal ionization and photoluminescence data for the LPE samples
measured consistently indicated that the Group IV impurities Pb and Sn
incorporate preferentially as donors while Si, Ge, and C incorporate pre-
ferentially as acceptors. The incorporation of Pb in GaAs grown by AsCl,-
VPE is sumall (Wolfe et al. 1976a) and although Pb doping experiments have
associated Pb with a peak coincident with that of Mn deep acceptors, it
seems likely that this can be explained by traces of Mn present in the Pb
dopant (Bebb et al 1972), and that Pb may not incorporate as an acceptor
in GaAs. It should be noted however that the Mn acceptor peak was
observed in most of the LPE samples measured. The Pb and Sa donor peaks
vere sometimes larger in the spectra of the other LPE samples than that
shown in Fig. 1 but were always dominated by sulfur. In the two Cormell
LPE samples in which Sn was most prominent (nearly equal in concentration
to S) traces of Sn acceptors were detected (via the neutral Sa acceptor
bound exciton line), but no Su acceptors could be detected in any of the
other LPE samples. It was impossible to determine the Sn acceptor
concentration so from this data the incorporation ratio [Sng,]/[Snyg] can
only be said to be much greater than one. The X;=Si donor peak was
sometimes absent from the- photothermal ionization spectra and this
correlated with a much smaller levels of the usually dominant Si acceptor
detected by photoluminescence. In the three samples for which both Si
donor and acceptor concentrations could be accurately measured, (each of
vhich vas grown at 700°C) incorporation ratios of [Sig,]/(S1,,] = 0.16,
0.19, and 0.22 were determined. The X3=Ge donor peak hnr ua'ser been
observed in LPE GaAs but small concentrations (0.01-0.10 x10+4 ) of Ge
scceptors ware observed in wmost of the LPE samples measured. The
detection limit for X;=Ge donors in the sample with the }arge-t Ge

ptor concentration can be estimated as about 0. o2x10! and so

{Ceg,]/(Ge, ] must be less than about 0.2. Early doping upctimnu
mggutcd thnt C donors may contribute a photothermal ionization peak
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coincident with the X3=Ge peak (Wolfe et al. 1976). There is evidence to
suggest that C does not incorporate as a donor at least in AsCl,-VPE Gaas
(Ozeki et al. 1977), but even assuming that C donors do comntribute such an
X3 peak, the detection limit for X; donors together with the largest
concentration of C acceptors detected determine an upper bound on
(Cgal/[Cpgl in LPE GaAs of about 0.02.

These observations of the relative iacorporation of the Group IV
impurities (IV;,]/[IV,,] are in qualitative agreement with the well
established behavior of Si, Ge and Sn as dopants in LPE deduced from Hall
effect data, and have been predicted quantitatively for these impuritjes
in terms of Ga and As activities and the free energy difference '\GA/B
between IV;, and IV,, site occupation (Teramoto 1972) as:

log ([IVgyl/(IVpgl) = log (Xi/Xd) + /T
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The nelt mole fractions can be determined at a giun growth
temperature from the liquidus data of Hall (1963). Using the 4G, ,p valuas
for Si, Ge, and Sn calculated by Teramoto and the typical growth tempera-
ture of 700°C we obtain [Sig,)/[Si,,]) = 0.16, [Geg,]/[Ge,,) = 0.034, and
[Snggl/(Smyg] = 4.7, which are in good agreemant with our observed results
above.

L]
where ¢ is determined by a the heats of solution Aﬂé and An” .
xff Ak ;2. ae

Following Teramoto and using the tetrshedral covalent radii of Pauling
(1960) one can calculate 4Gy p for both C and Pb as +14.75 kcal/mole and
-~28.33 kcal/mole, raspectively. For a growth teampgracure of 700°C, we
obtain+ ncorporation ratios of [Cg,l/[Cygl = 6.4x10"" and [Pbg,}/[Pby,] =
3.0x10"7. These numbers should be taken as very approximate in view of
the inadequacy of equilibrium thermodynamics to describe the nogrequi-
librium process of crystal growth, and of the way in which 4G, g 1is
calculated and its sensitivity to choice of covalent radii, but they are
in sgreement with the observation of Pb as exclusively dopors and of C
exclusively as acceptors in GaAs. The physical interpretation of these
results is, since the "size” of the Ga site is larger than that of As, the

L T T
‘:'sl

AsH,-VPE GaAs

tor seversi 111/ V ratige

1" v « 050

Fig. 4 Photothermal 1iomnization
spectra for AsHy-VPE samples
showing suppression of Group IV
donors Si and Ge with increasing
I111/V ratio.

Photoreponss
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lattice strain energy contribution to AGA/ then forces the smaller C onto
As (acceptor) sites, and forces the larger Pb onto Ga (donor) sites.

3. Amphoteric Impurities in AsCl,-VPE GaAs

The residual shallow impurities in several high purity undoped AsCl;-VPE
samples from seven different sources were neasured. The bottom photo-
thermal ionization spectrum in Fig. 2 for the Mitorola sample shows the
characteristic AsCl;~VPE residual donors X;=Si, X,=5, and h-c.. which are
present at concentrations of 0.47, 0.53, and 0.27 xI0 respec—
tively. These same residual donors were observed in the other samples
although Si was sometimes more and Ge less prominent. Because of its very
high purity the pesks in this sample ars extremely well resolved, and so
at a given magnetic field it was used as a reference for peak identifica-
tions in many of the other samples described in this work. The photo~
luminescence spectrum for this sample '5. Fig. 3 shows the typically
prominent residual acceptor 2n (0.51 x10 4 ) and smaller concen-
trations of C and Ge acceptors (0,17 and O. 10 xlO cm 3). Residual Si
accsptors were not. detected in this sample but were detected in trace
amounts in some of the other samples mesasured. Residual Ge acceptors were
frequently observed at approximately this same concentration and always
dominated tha traces of Si acceptors when the latter were present. The
observed preferential incorporation of Si as donore rather than acceptors
1s in agreement with the genaral absence of Si acceptors in the photo-
luminescence data of Ashen et al. (1975) for undoped AsCly~VPE GaAs, and
is in qualitative agreement with their prediction, under the :gpical
AsCly-VPE growth conditions of Tg ~ 750°C and P(AsCly) = 6 x 107> atm,
that [Sig,l/[Si,g) = 1.6 x 103, %u argunents of A-hen et al. can be
sxtended to the othct Group IV impurities, using the AG values cal-
culated in the manner of Teramoto, giving incorporatiom rat oo vwhich scale
for a given growth tempgrature with those calcu ated for LPE. We obtain
then [Cg.]/lc”]-l 2x10” l{ic al/1Gey 1=3, 7x10%4, lSnG ]/[Sn J=3.9%10
and [Pbg l/[Pb,,] = 1. 9:10 for f.hc abov- AsCl,~VPE grovth condir.ionl.
The measured concentnuou S{ and Ge donors and acceptors indicate that
the calculated incorporation ratios for these elements are substantially
too large. These ratios correctly predict however, the conduction type (n
or p) when Ge, Si, Sn, Pb (Wolfe et al. 1976a) and C (Ozeki et al, 1977)
are used as dopants in AsCly-VPE, and the dominance observed here of Si
and Ge donors over acceptors. In tha samples measured which have com
parable Si and Ge donor concentrations, they also correctly predict the
observed dominance of Ge acceptors over Si acceptors,

4. Amphoteric Impurites in AsH,~VPE GaAs

The residual shallow impurities in high purity undoped AsH3-VPE samples
from three different sources were determined and these messurements are
discussed in more detsil by Skromme et al. (1983bd). The three residual
donors X =S{, X,=S, and X;=Ge were observed in the samples from each
source with X,=5 slways dominant, while C and Zn were the dominant shallow
acceptors. Both Si and Ge acceptors wvere observed at low concentrations
in the University of Illinois samples but were absent in all the samples
from the other two sources. The wmost striking behavior with respect to
Group IV impurities was observed in the Hanscom AFB samples grown under
otherwvise similar conditions but varying the III/V ratio (i.e.
P(HC1)/P(AsH3)). The photothermal ionization spectra of these samples in
Fig. 4 show :h. stesdy decrease in Group IV domor incorporation (X, =St and
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Xy=Ge) relative to Group VI donor incorporation (X,=S) as the IIL/V ratio
is increased, until the Group IV donors are barely detectable at III/V =
1s7. A gimilar but less dramatic trend was observed in photolmunescence
tor the C,, to Zng, acceptor incorporation ratio. The ratio [C,g]/[Zng,]
varied from 3.8 to 11 as the III/V ratio was increased from 0.50 to 1?
These data are consistent with the idea that the gas phase stoichiometry
influences the relative impurity incorporation through the relative con-
centrations of Ga and As vacancies (incorporation sites) on the growing
surface. Even in the sample grown with the highest III/V ratio however,
neither Si nor Ge acceptors could be detected.

S. Amphoteric Impurities in MOCVD GaAs

High purity undoped MOCVD saaples from four differeat sources were
measured and some of this data is decribed in more detail by Low et al
(1983c¢). In all the samples measured X3~Ge was the dominant residual
donor while smaller concentrations of X;=Si, Sa, X;=S, and rarely Pb
donors were also obgserved. The dominant residual shallow acceptor was
usually C, but Zn was usually prominent and occasionally exceeded C in
concentration. Traces of Ge acceptors were occasionally detected. The
photothermal ionization spectra of three samples from Toshiba, all grown
under similar conditions (T; = 660°C) but with varying I1I/V ratio (i.e.
P(TMGa)/P(AsH;)) are shown in the upper three curves Fig. 2. The only two
residual donors detected in these samples were Sn and Ge, both from Group
IV. The Np values geter?med from Hall data steadily decreased from 17.3
to 11.2 to 6.6 ﬁo (while N, remained essentislly constant at 4.3,
4.4 and 4.1 x10%" ca” ) as the III/V ratio increased from 0.020 to 0. 029
to 0.040 respectively. This behavior is similar to that observed in the
AsH3-VPE samples in that Group IV domor incorporation 13 supressed by
increasing the gas phase III/V ratio, and might be interpreted in terms of
vacancy incorporation site availability in the same way. It is
interesting to note that the Sn donor concentration seems to decrease more
rapidly than that of Ge with 4increasing III/V ratio. No trend was
observed in the tatio [C,g)/[Zng,] (which assumed the values 36, 26, and

38, reapectively) as the I1I/V ratio was increased. Hnllya the
conccnt“tiot_l of Ge acceptors decreased from 6.5 xl0 to
3.6 x10 to undetectable as the 111/V ratio increased, (see Fig. 5)

while, consistent with the expected relative vacancy concentrations the

e
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[Gegyl/[Ge,g] ratio incressed from 2.3 x 103 to 3.1 x 103 to 24 x 103
respectively. The increase in concentration of both Ge donors and
acceptors with decreasing III/V ratio (increasing P(AsHj)) 1is consistent
with the suggestion that the source of the residual impurity Ge in MOCVD
GaAs may be the AsHj (possibly in the form of GeH,).

6. Amphoteric Impurities in MBE GaAs

High purity elemental As source grown MBE samples from four sources were
measured and some of this data is discussed in more detail by Low et al.
(1982 a and d). The dominant and usually the only residual donor detected
these samples was X;=5 but the necessity of using Si or San dopants to
achieve the n-type conduction required for the photothermal ionization
measurements would mask their presence as residuals. No donor peak
attributable to C was observed in any of these samples but C was the omnly
shallow acceptor detected (with one exception noted below). Several Si
doped samples grown at Bell Labs using various growth temperatures (Tg =
600-650°C) and various Ga to As pressure ratios (P, /Ps, = 15 to 25 with
Pgy and Pgy held constant) were umeasured, but no strong trends were
observed in impurity incorporation. Figure 6 is a photothermal ionization
spectrum which is typical of these samples. A small peak not visible in
tha other Bell samples coincident with Si acceptor (D*-A®) (see Fig. 7)
recombination was observed in the saaple grown with the lowest P /PG‘,
which is consistent with the expected highest As site availability for Si
incorporation.

7. Conclusions

In conclusion, the relative incorporation of the Group IV impurities in
high purity GaAs prepared by a variety of growth techniques has been
measured, The model of Teramoto (1972) for LPE and its extension of
AsCl3~VPE by Ashen et al. (1975) are in qualitative agreement with the
observations for all the Group IV elemgnts. In particular the large
lattice strain energy contributions to 4G, 5 for Pb and C are consistent
with the failure to conclusively observe C donors or Pb acceptors in
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epitaxial GaAs growa by s&ny technique. Finally, the III/V ratio
dependences of Group IV incorporation for AsHy-VPE, MOCVD, and MBE are in
qualitiative agreement with the expected influence on concentrations of Ga
and As vacancy sites available for impurity incorporation.

The authors gratefully thank the many coantributors of ssaples and in
particular; C A Stolte and D M Collins of Hewlett Packard, T H Miers of
Motorola, S Tiwari and L F Eastman of Cornell, C M Wolfe of Washington U,
T J Roth of University of Illinois, J K Kennedy of Hanscom AFB, T Nakanisi
and T Udagawa of Fujitsu, P D Dapkus of Rockwell, and J C M Hwang of Bell
Laboratories.
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C.2 EPITAXIAL GROWTH OF GaAs IN TIE PRESENCE OF HZS AND Hzo

In this section we present the results of a study under-
taken to determine the interactions between or complexing of
multiple dopants in GaAs. The impurities initially studied
are sulfur and oxygen. To examine possible interactions,
experiments involving the growth and characterization of sam-
ples homogeneously and inhomogeneously doped with H,0 and/or
H,S were undertaken. The inhomogeneously doped layers provide
self-calibrating samples for subsequent analysis.

C.2.1 HOMOGENEOUSLY DOPED LAYERS

All of the homogeneously doped layers were grown on Cr
doped, semi-insulating substrates oriented 2% off {100}
towards {110}. An extensive series of growth runs were per-
formed using st(g) diluted to 11 ppm as the only doping
source. This series of runs yielded the expected result that
sulfur is a well-behaved shallow donor in GaAs. The variation
of carrier concentration (given by the effective distribution
coefficient) with st flow rate is shown in Fig. 1. Doping

=3 to 3x1017cm™3 were reproducibly

levels from 3x1015cm
obtained.

Another series of runs was performed using only HZO as the
doping source. The input partial pressure of H,0 was controlled
by a constant temperature bath. The dopant was transported

into the reactor by passing H, over a bed of solid H,0 for

those runs performed with the temperature bath at less than

OOC, and by bubbling H, through 1liquid HZO for those runs
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performed with the temperature bath at greater than 0°c.

The results of the H,0 doping for the temperature range between

Cer

-78°C and +24°C were quite striking. For each run the result-
ing layer was highly compensated with carrier concentrations

=3 a2t -78°C to 8x101%cm™3at 24°c.

ranging from lx1014cm
Growth runs were also performed in which the layers were
simultaneously doped with H,S and H,0. A series of runs was
performed to determine the effect of H2 flow rate over the
:. Hzo(s). The H,S5 flow rate used was 7.5 ml/min and the H,0 source
was maintained at a temperature of -78°%. Fig. 2 shows the
effect that varying the gas flow over the HZO(s) has on the
carrier concentration obtained from van der Pauwl measurements
at 300K and 77K. From these data, two effects are demonstrated.
The first effect to be noticed is the increase in carrier
i concentration with an increase in flow rate over thé H,0. The
second effect can be seen in the freeze-out of carriers at
77K. The last column of Fig. 2 shows the difference between
the carrier concentrations at 300K and 77K for each of the flow
rates given. This shows that the concentration of carriers
freezing out is linearly dependent on the flow rate. Such
behavior is indicative of a deep donor.
The effect of increasing the partial pressure of H,0 in
the system is similar to increasiﬁg the flow rate of H, through

the H,0, although a definite upper limit to the obtainable

2

carrier concentration is evidenced. Layers were grown with

an HZS flow of 7.5 ml/min and a H2+H20 flow of 5.0 ml/min.

The temperature of the H,0 was varied from layer to layer
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over the range from -78°c to 24°c. Fig. 3 shows the 300K
carrier concentration versus H20 temperature and partial
pressurez. At the low end of the temperature range (—780C),
the carrier concentration is about 3x10160m-3 which 1is the
same as for layers grown in the absence of H,0. In the high
temperature range the carrier concentration is relatively
insensitive to changes in H,0 temperature and remains constant
at about 2x10%’cm™3.
C.2.2 SELF-CALIBRATING LAYERS

The self calibrating layer structure used in this work is
and N

shown in Fig. 4. N o are the dopants added to the

Dl

layer; in this case N

D

and N are due to HZS and HZO’

D1 D2
respectively. The layer is structured into five regions.
Regions I and V are tbe calibration regions in which the
chemical and electrical properties of each dopant may be deter-
mined independent of any interactions with the other dopant.
Regions II and IV are the transition regions for dopants D2

and D1, respectively, which contain the information on how

the chemical and electrical concentrations change as a

function of concentration of the dopant being switched on or
off. Region III is the region in which both dopants are at
their maximum levels and the effects of any interactions or
compiexing should be greatest. Routine analysis of self-
calibrating layers consists of SIMS profiling to determine

the chemical composition of the layer and C-V profiling to

determine the free carrier concentration. The C-V analysis was




-115-

e gk

VAPOR PRESSURE (TORR)

5 : 0081 .030 1 A J78 _1.95 4.58 9,21 17.54

T 1 1 1 ]

- o0 o o ©
o)
: o
[}
. E; 17—
: ~ 10 L
" o)
! gé B
§ -
1 N
5—
o o
, o
‘F
t
101 | 1 1 1 1 | I | 1 1 1

-80 -70 -60 -850 -~40 <30 -20 -10 O 10 20

H,O TEMPERATURE €C)

Figure 3. 300K van Der Pauw carrier concentration

for layers grown with various levels
of H20.




N2

-116-
Il

N1

substrate

~s—— NOLLVYINIONOD —

surface

DEPTH —=

Self-calibrating layer structure.

Figure 4.




performed using an electrochemical cell so that thick,

4,5,6,7,8

heavily doped layers could be examined
The self-calibrating layers were grown on Si doped sub-
strates oriented 2° off {100} towards {110} with a carrier

concentration between 2x1017cm-3 18

and 2x10 cm—3. The H,S

flow rate, when on, was set for 7.5 ml/min. The flow of

H2+H20 was 5.0 ml/min with the H,0 temperature ranging from
-78°¢c to 24°c. Figs. 5, 6, and 7 show the SIMS and C-V analy-
ses for three samples grown with various input partial pressures
of H,0. 1In these figures n; is the intrinsic concentration

at the growth temperatureg. In the HZS calibration region of

all three samples, the free carrier concentration at the growth

17cm_3 and 2xlC]‘7cm—3

temperature (74O°C)9 is between 1x10
which is an order of magnitude higher than the sulfur concentra-
tion. This may be due to the influence of a slow turn-off
profile for the HZO as shown in Figs. 6 and 7. A possible
effect of the gradual turn-off of HZO may be seen in the

slope of the sulfur profiles in the H,S calibration region

in Figs. 6 and 7. Samples grown without H,0 present or with

a very low partial pressure of HZO exhibit flat sulfur pro-
files in the calibration region. There are two possible

reasons for the dependence of the sulfur profile on the HZO:

(1) the distribution or the diffusion of sulfur in GaAs is

altered through some interaction with the H,0 or (2) oxygen

incorporated in the layer is detected in the form of 0, which
10

is indistinguishable from S in normal SIMS analysis
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Experiments with the homogeneously doped samples indicate
that the first explanation is more plausible.

Examination of the behavior of the sulfur in the
sulfur transition region shows a dependence of the sulfur
turn-on profile on the input partial pressure of the Hzo.

From the SIMS analysis, it is evident that the turn-on profile

for the sulfur becomes more gradual. Associated with the more

gradual turn-on of sulfur is the elevation of the sulfur con-
centration in the H,0 and H,S calibration regions.

Some increase in the sulfur concentration with increased
HZO partial pressure in the sulfur calibration region was
expected from the work done with the homcgenecusly doped
layer and this was observed. The increase of sulfur in the
HZO calibration region, however, was unexpected. Fig. 5
shows the sulfur concentration in the H,0 calibration region
as lxlolscm_3 and Fig. 6 shows an order of magnitude increase
of sulfur for an increase in HZO temperature of 10°c.
There are two possible explanations for this behavior. One
explanation is, as before, that O2 may be mistaken for S in
the SIMS analysis. The other possibilty is reactive diffusion
of sulfur with the impurity introduced or defect induced by
the H,0. The corresponding softening of the sulfur turn-on
profile favors the latter explanation.

Finally, notice must be taken of the large concentration
of Si throughout the layers of Figs. 6 and 7. It is believed
that the source of Si is the substrate and that the prcfile

is the result of autodoping or H,0 enhanced outdiffusion.

o e o o=, owd SN
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i The C-V profiles confirm that Si is the major contributor
to the carrier concentration when incorporated at such a
high concentration.
C.2.3 DISCUSSION

Experiments performed with homogeneously doped layers

demonstrate that H,0 introduces some impurity or defect into
the growing layer and that there are two interactions which
should be considered. These are (1) the HZO-residual or

intentionally-added impurity interaction responsible for the

highly compensated H,O0 doped samples and deep donor behavior ang
(2) the HZO-HZS interaction responsible for the change in

the sulfur distribution or diffusion. Analysis of self-
calibrating layers yields more evidence that HZO increases

the distribution or diffusion of sulfur in GaAs and, at

high' input partial pressures, contributes significantly to

the free carrier concentration.
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D.1 Effects of interactions between hopping particles on T, relaxation rates at low concentrations

Peter A. Fedders
Depariment of Physics, Wastungion Universin, St. Lows, Missour: 63130
(Received 4 May 1981)

We caiculate the correlation function for a pair of specific particles making nearest-neighbor
jumps in a simple-cubic lattice. Short-ranged interactions are inciuded by allowing one jump rate
when the particies are separated and arbitrary jump rates into and out of configurations where
the particles are nearest neighbors. This correlation function is then used 1o calculate the effects
of particle repulsion (or attraction) on T (/-/), the motionally altered spin relaxation time due
to the dipolar interaction between the hopping particles. The frequency or magne.ic-field depen-
dence of this relaxation time is not what one would expect from simply doctored second-

moment arguments.

1. INTRODUCTION

The problem of nuclear spin relaxation due to the
motionally altered dipolar interactions between atoms
hopping in a crystal has been studied for many years.
However, until now, it has almost always been as-
sumed (explicitly or implicitly) that the hopping parti-
cles did not interact with each other except that mul-
tiple occupancy of a single site was forbidden. In this
paper we shall investigate the effects of particle in-
teractions on the spin relaxation for a small concen-
tration of particles hopping in a simple-cubic lattice.

In the simple hopping problem one assumes that
the probability per unit time for a particle to hop
from one site to a neighboring vacant site is a con-
stant. The first treatment of this problem was by
Bloembergen, Purcell, and Pound.' who employed a
single—relaxation-time approximation which usually
yields qualitatively correct and quantitatively reason-
able results. The random-walk approximation, first
employed by Torrey,? was a significant improvement
in that correlations due to specific lattices were incor-
porated.

More recently virtually exact results for spin relax-
ation with the simple hopping model have been ob-
tained. This includes the mean-field approximation
which is exact for low concentrations of particles and
the multiple scattering approximation employed by
Sankey and ourselves which is virtually exact at all
concentrations.”* Further, Wolf® has performed
numerous computer simulations for the monovacan-
cy limit where the concentration of particles ap-
proaches one and Bustard® has performed computer
simulations at 2 number of concentrations for a
simple-cubic lattice. In a number of cases these cal-
culations and simulations have been in excellent
agreement with each other and with experimental
results.

For atomic migration in **hot solids’* the monova-

4]

cancy regime almost always obtains and thus any in-
teractions will only lead 1o a modified hopping rate.
The possibility of interactions among the hopping
protons in metallic hydrides has been mentioned
from time to time although only very recently has
good evidence for their existence been obtained. In
some cases discrepancies between theory and experi-
ment have been shown to be due to inadequate
theories.“” However, recent® NMR and diffusion
measurements on Ta-H, along with calculations* on
the relaxation rates due to /-/ and /-§ interactions
present very strong evidence for the existence of
repulsive interactions. In addition, fitting mode! cal-
culations to phase diagrams in bcc metal hydrides
also suggests extensive repulsive interactions.?

In this paper we consider the specific problem of
the T, dipolar spin relaxation for a small concentra-
tion of interacting particles hopping in a simple-cubic
lattice. In the rest of this section we define the
mode! more exactly. Section Il contains an outline of
the calculation and some of the details. It can be
omitted by a reader who is interested in the results
but not the details of the calculation. The resuits are
described and discussed in Sec. II1.

Specifically, our model is that the probability per
unit time for a particle to hop from site a to a vacant 1
site B is I'pg where

r.ﬁ'rof-a v “)

with fes=1 il a and B are nearest neighbors and
Jas =0 otherwise. Equation (1) will obtain if no oth-
er particles occupy sites neighboring either the site a
or the site 8. If the site o has an occupied neighbor-
ing site (not site 8) and site 8 has no occupied
neighboring site {except a), then [y is replaced by
T, Where

Ta=rlo 0=r, <o .

78
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(a)

O
O

(b)

®

(c)

® O
?@ O’O O?O

®
OO0 ®0® O0O0O0

O

FIG. 1. Two-dimensional analog of the configurations
considered. Open circles represent vacant sites, the shaded
circle represents the particle under consideration with an ar-
row pointing toward the site that it will hop to. One and
only one of the three circles with x's are occupied. (a). (b).,
and (c) refer to Eqs. (1), (2), and (3), respectively.

Further, if the site a has no occupied neighboring
sites and site 8 has an occupied neighboring site (be-
sides a) then Iy is replaced by T,,,. where

Tou=rolo. 0€rgS oo . 3)

Since we are only considering low concentrations of
particles we ignore any effects due to three or more
particles. Further, in the sc lattice, no site can be a
nearest neighbor to both sites a and 8. Thus, the
above equations completely define our system. A
two-dimensional analog of the three cases considered
above is shown in Fig. 1. Finally, with no interac-
tions, the probability that a given site is occupied is ¢,
the concentration of particles. However, in the
present case, the probability of a site being occupied
if one of its neighbors is occupied is pc where, by de-
tailed balance,

Since the calculation is hmited to the low-concentra-
tion limit. it reduces to following the motion of a pair
of disunguishable particles. Therefore. 1t is exdctly
soluble. although the analytic solution 1s messy.

The model which we solve here is probably not ap-
plicable to any real systems because the substances
that are the best candidates for the effects of interac-
tions are not simple cubic but are bce metal hydrides
with the tetrahedral sites occupied. These sites are
extremely close together. Further, except for host
materials with very small magnetic moments, T, due
to /-§ interactions will tend to dominate the T, calcu-
lated here due to /-/ interactions if the concentration
of I spins is very low.

In this paper, the hopping particles are labeled by
spin / and the host particles are denoted by spin S.
Nevertheless, we bejieve the calculation is important
in at least two respects. First, it can serve as an ex-
actly sotuble limit for calculations that are not limited
to low concentrations. Second. it points up trends
and frequency dependences that would be expected at
higher concenirations. In fact. as discussed in Sec,
111, the effects are far from uniform as a function of
frequency or temperature.

Il. CALCULATION

In this section we present the derivation of the T,
relaxation time. The notation and some of the de-
tails are the same as in Ref. 3. The correlation func-
tion describing the motion of a pair of specific parti-
cles s and Jis defined as

D(a. B:@. Bit) = (p.al 1) pyp( 1) p,5(0)p 5(0))B(0)
(5)

where O is the step function. the greek letters a and
B denote lattice sites, and (x) denotes the ensemble
average of x. Further, as in Ref. 3,

Pia ™ NmP:. . (6)

where N is the number of sites and p,, is a stochastic
variable whose value is | if the particle / is at the site
a and is zero otherwise. Expressions for T, in terms
of D are available in the literature® and will not be re-
peated here.

As in earlier work, it is convenient to define a
self-energy or mass operator X and express D in

r=pr, . ) terms of it as
—
%D(a.p;a.a;n»f 3 [ K(a. By, 50 =D (3. 7:3.8) =5,38,5(1 = 8ep)l1 = (1 =) £ogl8(0) . M
vy
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This equation is identical 1o forms used earlier except
for the facior in the square brackets of the inhomo-
geneous term which reflects the nonrandom probabil-
ity of nearest-neighbor sites being occupied as dis-
cussed in Sec. 1. In the present case we are only
considering the motion of 1wo particles and K can be

written down exactly and rather easily using methods
described earlier. That is. A Ca. 8:&. 8200 is just the
probability per unit ume that the pair of parucles can
hop from the configuration where /1s at « and /is at
8 10 the configuration where / is at & and / 1s at 3.
For the sc lattice, one easily obtains the expression

K(a.B:3 Bit) = Ao|B8acbygl12=2/0p(5r, = 6) +2 3 f o fup(ri~1)
r

= 855851 + faa(ri=1) + f5,(r, - 1]

=83/ g3l + faalri= 1) + £ (2 = D1 -8, (1 = 555) . @)

At this point it is convenient to Fourier transform
in both space and time. All quantities 4 (¢) are
transformed as

At~ [T ata(ne~ 9)

and quantities 4 (R,) depending on a single space
coordinate difference R, are transformed as

iT R

A@=SAR))e e, (10)

where R, is the lattice position of the site a. The

f

function D defined in Eq. (5) contains more informa-
tion than is needed and we define

D(a,B.)=N13F D(a+y,v.8+%. %0 . (1)

¥y

which is proportionai to the probability that the parti-
cles iand jare separaled_by _l}, at time zero and R,
at time . Functions 4 (R,.R,) are transformed as

P

AT.T) = TARLR) exp(~ TR, +iTR,) .
a B
12)

From these definitions and Eqgs. (7) and (8) one easi-
ly obtains the equations

iwD(T. 3" ) + N ZK(T.T.w)D(T.T" ) = N8(T -T) -1 -(1-p ST -7 . a3
qQ

KT 3" w) = N8(F - T0200(T) + 2Tl 61, +1,£(T) + 1 f(T) + (51, =6) £ (T =T )+ Cr =D AT ~F)

+O =)@ G =T +r@G WG -0 -1 . (14)

where

wolT) =Fol6 -7 (P)] .

1s)

The first term in Eq. (14) describes the random-walk approximation whete each particle moves independently of

the other.

Equations (13) and (14) describe an exactly soluable integral equation because the kernel is a sum of separable
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kernels. After a bit of aigebra one can show that
D(T. T w =d T NHT -T =110 -p/T -5

.' - 4do(T', w)l‘.,[ 3ID(C, 7w {r. +(5r, —6)cosq, +2(1 —ry)cosq,” ¥ cosq,’

; . ]

+ 3D, q-",...)smq,'l(Sr. —6)+2(1-1,) 2cosq,']
i J
+2(r,-1) 3 D(SS, i'".w)sinq,’sinq,'
iy
+ 3 D(S.C, T w) sing [4¢r, - ecosq’ +2(1-r))
W

+3D(CC.T" w)cosg'12(7,~1) cosg, +2(1 = 1))
V)

5 -2(r,-1) Isinlg,/DI(CLT . w)| . (16)

where
do(T. w) =[—iw+2w(J)] . an

D(1,7 . @)=N'3(FI)D(F. T w) . (18)
'I

where ¢, is a trigonometric function such as C, for
cosgq,, and S, for sing,.

Although Eq. (16) is exactly soluble, the solution
is very long and messy. A significant simplification
can be obtained by noting that cerwin terms in
D(3q.q .w) will not contribute to 7,. For example,
terms that are odd in ¢," ot in q,” will not contribute
nor will term< whose only ¢' dependence is

Jcosq,’ .

Thus such terms can be projected out of the solution.
After the solution of D is obtained 7T is rather easily
obtained.'® The results of these calculations are
presented in the next section.

1ll. RESULTS AND CONCLUSIONS

In this section we shall present and discuss the
results derived in the preceding section. Most of the
discussion will be limited to the more interesting lim-
iting cases.

In the high-frequency (or low-temperature) limit,
where w >> [y, the results are easily expressed
analytically as

/Ty =(Tod/w?){ (8.77 +43.76r,)
+(1.37-3540r)hlw>> T

19)

-
where

A =]+ /a® |

h= ;/.‘—% . 20)

where vy is the gyromagnetic moment of the spin /, w
is the frequency of the experiment, /, are the direc-
tion cosines of the external magnetic field with
respect to the cubic axes, and the angular average of
h vanishes.

It should be observed that the relaxation rate in
this limit depends only on r, and not on r, or p. This
obtains because in the high-frequency limit the relax-
ation rate depends only on what happens in a single
hop. The terms independent of r, in Eq. (21) arise
from configuration where two particies are not
nearest neighbors either before or after the hop. The
other terms which are proportional to r, come from
configurations where the particles are nearest neigh-
bors (probability p) and one hops away (rate Tor,)
with a net rate proprotional to pr, =r, and from con-
figurations where the particies are not nearest neigh-
bors (probability 1) and one hops to a nearest.
neighbor site of the other (rate or,).

The single most interesting and instructive case to
consider is the one where nearest-neighbor occupancy
is absolutely forbidden, r,=p =0. Normally, for the
mobile protons in a metal hydride, one might expect
nearest-neighbor occupancy to be reduced because
the conduction electrons cannot screen out the
Coulomb repulsion in short enough distances. In
Fig. 2 we express the angular average of 1/7, as

YT =(A/w)g(wr,) | 2n
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where 7. =1/6,.

At high frequencies the effects of the repulsion are
most dramatic. 7T, is increased by a factor of 6.00 by
the repulsion trom its value for noninteracung parti-
cles. This is fairly close 1o the value of 5.27 that one

2}

lolw T '

10F could estimate by the fact that the appropriate second
dipolar moment reduction.
At the other extreme, at low frequencies (w << I')
or high temperature, T is increased by only a factor
o1 . . of 1.66. This is far less than one would expect from
0.00 0.l 1.0 100 naive arguments. The reason for this is that at low
wTe frequencies the hop where the pair of particles are

FIG. 2. Dimensionless function [g(wr)1™! vs wr, for not nearest neighbors contribute over half the relaxa-

r,=0and ! with 7, =1. tion rate.
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We investigate the electrostatic effects on the energy of a hydrogenic donor complex in
the presence of an externally applied magnetic field. The complex is defined as an im-
purity of net charge one whose charge distribution is not equivalent to a single point
charge. The results are discussed with respect to photoconductivity measvrements of the

1s-2p _ shallow-donor lines in GaAs.

1. INTRODUCTION

Although the study of the spectra of shallow
donors in semiconductors is a rather old subject,
many problems of understanding the linewidths,
line shapes, and even the line positions remain un-
solved. This is somewhat unfortunate since photo-
conductivity experiments cannot only detect
shallow-donor impurities that have densities of
10" cm? or less, but can also yield resolvable line
shapes. With such a fantastically sensitive spec-
troscopic tool, one might hope to obtain a weaith
of information about the structure and environ-
ment of shallow donor impurities.

One major difficulty is that different species of
shallow donors ought to yield identical line shapes
whose positions are controlled by central-cell
corrections and whose intensities are proportional
to the densities of the species.! As has been dis-
cussed in the literature, this is not the case quanti-
tatively and is sometimes not even the case qualita-
tively. For example, linewidths for different
species in GaAs are usually different' = and often
even line shapes are grossly different.*—¢

Towards a partial understanding of these dis-

)

crepancies we investigate the electrostatic effects
on the energy levels of a hydrogenic shallow-donor
complex in the presence of an applied magnetic
field. For our purposes here, a simple shallow
donor is described by an effective-mass Hamiltoni-
an where the potential is due to a point charge of
magnitude e. A complex (or complex shallow
donor: is also described by an effective-mass Ham-
iltonia:: but the potential is due to a charge density
p(T) whose integrated weight is e but which, in
general, is not the charge density of a single point
charge.

In the rest of this section we shall more fully
describe our model, its limitations, and its applica-
bility to GaAs. Section II contains all the essential
elements of the calculation of the energy levels of a
complex in the presence of an externally applied
magnetic field and other electrical disturbances
generated far from the complex. The results for
the 1s and 2p_ levels are presented and discussed
in Sec. IIL

The Hamiltonian for an electron in the field of a
donor and a magnetic field B which defines the z
alis is

H=(p/2m")+ Sw,(xp, —yps )+ tm o} xi+yP) —(e /&) [ d*FpF) / |T-T']

[ drpr=e

where w, =eB/m*¢c is the cyclotron frequency.
We are assuming that the effective-mass approxi-
mation is valid and thus m*® and ¢, are the effec-
tive mass and dielectric constants of the medium.
We shall further assume that p(T) is zero ocutside
of a volume whose dimensions are small compared

23

(N

f

to a Bohr radius. The effects of charged impuri-
ties many Bohr radii from the center of the charge
distribution can be treated as perturbations.

The effective-mass approximation yields excel-
lent results in a wide variety of semiconductors’
and its validity will not be discussed here. Of

k2 ©1982 The American Physical Society
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course, in a real material, p(T) is not the actual
charge distribution but is the actual charge distri-
bution minus the charge distribution of the perfect
lattice. Further, the use of a diclectric constant in
and very near the charge distribution is clearly not
valid. The details of the interactions in this
volume are contained in the central-cell correction
to the energy of the 1s state which we shall assume
to be given. These corrections are quite small in
GaAs because the effective Bohr radius is 99 A.

II. CALCULATION

In this section we outline the calculation of the
effects of a complex on the energy levels of a shal-
low donor. Initially, we ignore the effects due to
any remote charges. In reduced units, the zero-
order Hamiltonian H is that for a simple donor at

the origin,
x|
i||oé

where lengths and energies are taken in units of the
effective Bohr radius, ag=€,#*/m®e?, and the ef-
fective rydberg, R =m®e*/2ei#*. The dimension-
less magnetic field strength is y where y=fiw,. /2R,

2
r ’

Ho=—V4 ++Pp - @)

J

p*=rsin*6, and the magnetic field B defines the z
direction. In what follows, we shall always assume
v is much larger than any other (dimensionless}
perturbation.

We define the complex by a set of charges Z;e at
the points T; where

S z=1. 3
i

(If the charge distribution is a continuum, the ap-
propriate sums can trivially be converted to in-
tegrals.) Thus H’, the perturbation due to the
complex, can be written as a sum of terms, one
from each member of the complex,

[ V,
H ;' @

Vi=—2Z(|F—F;|~'~r-1).

At this point it is important to note that the origin
of the charge distribution is irrelevant. Thus, if we
translate all of the charges by T so that

r—Ti+To, (3

the problem remains unchanged.
Using the usual multipole expansion, V; can be
expanded as

1
ri Yo ()Y ()
-sz,frl%; e TE R r>r (6a)
= 1 Y (0,)Y,, ()
1 r im 32 ) Y i
_ZZ([ " - +4“,§l§r‘!+l A+1 y T LWy (6b)

where the Y,, (1)) are the usual spherical harmon-
ics and (2 and )’ refer to the solid angles for T
and T, respectively. As noted earlier, we have as-
sumed that the charge distribution has dimensions
d and that d << 1 in reduced units. Assuming that
the origin in the problem is chosen to lie within a
distance d of the charge distribution, the contribu-
tion to the energy of an s state from r <r; will be
of order d? and will be independent of the angles
£),. The corresponding energies of other states will
be proportional to the fourth or higher powers of
d. Such contributions can be lumped into a
central-cell correction and will temporarily be ig-
nored while we concentrate on the contributions
from Eqs. (4) and (6a).

Although the final answers must be independent
of origin, some choices are more convenient than
others. The perturbations described by Eq. (6a)
contain a sum over / and the /th term is propor-
tional to d'. If we chose the origin to eliminate the
[ =1 term, then first-order perturbation theory will
yield the correct answer to order d2. Any other
choice will require second-order perturbation
theory to obtain answers to order d2. This choice
is accomplished by choosing the origin so that

3z =0, ¥)]
{
that is, so that the dipole moment of the charge

distribution vanishes. Now, to order d, H' can be
written with only the / =2 terms as
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H==8z/93 |3 Z,r Yim(Q) | Yo Q)/r?

(8)

Only the m =0 term in Eq. (8) will contribute in
lowest-order perturbation theory. The energy shift
of the state x can be written as

AE, = —ap(x)Q(£;), (9a)

ag(x)={x|(3cos’@-1)/r}|x), (9b)

0(0)=+ 3 Z;ri(3cos?6,— 1) . (9¢)
i

The 1; in Eq. (9¢c) are determined by Eq. (7) and 6;
refers to the ith charge in the coordinate system
defined by the magnetic field. Equation (9¢) will
be presented in a more convenient form in the Sec.
HII. Before presenting our calculations of ag(x)
for the 1s and 2p _ states, we wish to briefly com-
ment on the coupling of terms arising from the
complex with terms describing the electric field
from remote charges.

The Hamiltonian describing an electron interact-
ing with an electric field E generated by remote
charges is

#,=—eE-T. (10)

Since this term has an odd parity, bound states ( in
the presence of a magnetic field) are unaffected by
&, to first order. They are, of course, affected to
second order and this Hamiltonian gives rise to the
second-order Stark shift. As has been extensively
discussed in the literature, different donors are
under the influence of different electric fields gen-
erated by remote defects. This leads to a charac-
teristic line shape that is usually observed in photo-
conductivity experiments.

. Since, in general, there will be a “length” vector
d associated with the charge distribution of a com-
plex, one might have expected a term in the com-
plex Hamiltonian that was linear in d and had odd
parity. If such a term existed, the cross term of it
and the Stark term in second-order perturbation
theory would lead to an energy shift proportional
to Ed, i.c., an effective first-order Stark shift. In
fact, such a term did exist in the Hamiltonian for
a complex before we transformed it to zero via Eq.
(7). If we had not transformed this dipole term to
zero, every energy level would have been shifted by
a term proportional to Ed. However, the multipli-
cative coefficient would be the same for all states
and thus the term would cancel out for any energy
difference,

A term linear in E whose coefficient depends on
the charge configuration could be useful in trying
to explain anomalous linewidths from different
donor species. However. our argument does not
rule out such a term,® it merely rules it out for a
medium described by only an isotropic dielectric
constant.” Terms depending on other lzss isotropic
properties of the media may yield such terms.

III. RESULTS

The energy shift of a shallow-donor state due to
the electrostatic effects of a complex is given by
Eqgs. (9) in the reduced units discussed at the begin-
ning of Sec. II. For GaAs, lengths are measured
in terms of the Bohr radius a;=99 A, energies are
measured in terms of the rydberg R =5.77 meV
= 46.5 cm ™!, and ¥ is the dimensionless magnetic
field strength where B (in kG) = 65.6y. In this
section we present and discuss the resulits of our
calculations for the energy difference of the is and
2p . states since this is the most important spec-
troscopic transition.

The wave functions of the s and 2p _ states for
the zero-order Hamiltonian, Eq. (2), describing a
hydrogenic atom in a magnetic field were obtained
by variational calculations. The trial wave func-
tions used were

U1,{T)=A expl —ar —bp*—c%2?), (11a)

¥y, (D=Apexp(—ar—b>p?—cii—ig),
(11b)

where a, b, and ¢ were varied in each case to mini-
mize the energy. One reason for the choice in Egs.
(11) is that all radial integrals can be expressed in
terms of the parabolic cylinder function and only
the 9 integrals had to be performed numerically.
Thus, the energies and all derivatives with respect
to a, b, and ¢ are easily computed and one can
minimize the energies with very few iterations.
The energies obtained are not quite as low as have
been obtained with better trial wave functions. For
example, we obtain

Ey(y)—E (y)

2x10°%, 12
E (p—Ew© |$2X! 12

for all values of y less than 10. In this expression
E,(7) is our computed energy as a function of y
for the s state, E; (y) is the energy as a function
of ¥ as obtained by Larsen'® using better trial wave
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1000 ¢
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RATIO

0. 1.0 10.0
Yy
FIG. 1. Magnetic field dependence of B(y). The
quantity plotted in S(y}/8(0) vs the magnetic field in
dimensionless units. For purposes of comparison, the
magnetic field dependence of the central-cell correction
is also given.

functions, and E (0) is the 1s energy in zero mag-
netic field.

Using the above wave functions we have calcu-
lated ag(x) where x refers to the 1s and 2p _

RELATIVE PHOTOCONOUCTIVE RESPONSE
L L

L L i

329 337 345 353 36
FREQUENCY (cm™)

FIG. 2. High-resolution photoconductivity spectra of
a GaAs epitaxial layer at a magnetic field of 50 kG and
a temperature of 42 K (see Ref. 1). The arrows point to
a structure that could be interpreted as resolved and
partially resolved splittings due to complexes.

RELATIVE PHOTOCONOUCTIVE RESPONSE

[ I3 1 it i i

329 337 345 353 36
FREQUENCY (cm™!)

FIG. 3. High-resolution photoconductivity spectra of
a GaAs epitaxial layer at a magnetic field of 50 kG and
a temperature of 4.2 K (see Ref. 1). The arrow points
to a structure that could be interpreted as an unresolved
splitting due to a complex.

states. Since it is the energy shift between the 1s
and 2p_ states that is important, we write

AE(Y)=B(y)Q(Q;),
Bly)=aglls)—ag(2p_),

where AE(y) is the shift in E;; —E,, due to the

complex. Q((;), given by Eq. (9b) in reduced
units, depends only on the structure of the complex
and its orientation. At y=0,

BO)=5 . 14

(13)

The quantity S(y) is plotted versus ¥ in Fig. 1.
For purposes of comparison the magnetic field
dependence of the central-cell correction E.(y) is
also plotted in Fig. | where

Ep)<1/|¢d,lr=0)|2. (15)

There are two features that distinguish the com-
plex shift from the central-cell shift. Firstly, the
complex shift changes much more rapidly with
magnetic field. Secondly, and more important, the
complex shift depends on the orientation of a com-
plex with respect to the magnetic field. As can be
seen from Fig. 1, the effects of a complex as a
function of field orientation can best be observed at
highest magnetic fields.

As an example consider a complex consisting of
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two charges Z, =2 and Z, = —1 separated by a di-
mensionless distance a. Using Eqs. (7) and (9¢) we
obtain

Q(Q)=a*3cos’d-1), (16)

where 8 is the angle between the magnetic field
and a line connecting the two charges. Suppose,
for instance, such a complex could be oriented
along any one of the four independent (111) axes.
If B was pointing along one of the three indepen-
dent (100) axis, Q would be zero in all cases. On
the other hand, if B were pointing along one of the
{111) axes, complexes pointing along that axis
would have Q =242 and complexes pointing along
the other three axes would have Q= —$a®. Nu-
merically, for GaAs in a magnetic field of 65.6
kG, the above complex with a length of one lattice
spacing, 5.65 A, could give rise to a shift that
moves over a range of 0.0816 cm ™' as a function
of magnetic field angle.

There is, of course, no guarantee that a given
complex of net charge one is a shallow donor. The
question of whether it is or not is beyond the scope
of this paper and will not be discussed further.
Besides substitutions of two or more atoms to form
a complex there could be configurations where a

single substitution plus a shift in position forms
one. For example, suppose a C atom replaces an
As atom but, because of its small size, the C atom
moves slightly from the normal As position. Such
a complex might be described by a charge Z, at
the C site and a charge 1 —Z, at the old As site
where Z, is an effective charge for the C.

Figures 2 and 3 exhibit photoconductive re-
sponse data of doped GaAs epitaxial layers.!" The
arrows in the figures point to structures that could
be interpreted as resolved, partially resolved, and
unresolved splittings due to a complex. These data
exist only at one orientation and therefore it is not
known whether the structure shifts with magnetic
field angle. Thus, one could also obviously inter-
pret the data as structure due to different chemical

species.
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We investigate the effects of fluctuations in the Coulomb potential due to charged impurities in 1
high-punty n-type I11-V semiconductors at low temperatures. Assuming that charged donors and :
acceptors are randomly distributed at high temperatures, we conclude that the donors are [
selectively filled at low temperatures leaving nonrandom distributions of charged and filled ‘
donors. The potential fluctuations from these distributions can approximately account for a

number of experimental observations on low-temperature high-purity GaAs including the i
apparent decrease of donor binding energy with increasing impurity concentration observed in

Hall measurements, the sharpness and temperature dependence of the Is-2p transition along with

the diffuse /s-conduction band edge observed in photoconductivity experiments, and the fact that

e e o ———— et e * ="

experimentally observed photoconductivity line shapes are narrower than those previously

predicted.
PACS numbers: 61.70.Wp, 72.40. + w, 72.80.Ey

1. INTRODUCTION

For years it has been known that a random distribution
of equal concentrations of fixed positive and negative
charges will yield infinite fluctuations in the Coulomb poten-
tial in the limit of an infinite volume.' These fluctuations can
be damped, of course, by screening due to additional mobile
charges or by a rearrangement of the fixed charges them-
selves. In light of this, consider a high-purity n-type semi-
conductor at low temperatures. As the temperature is
lowered, the number of free carriers is reduced toward zero,
and thus the screening or Debye radius tends toward infin-
ity.? Since one does not normally think of the charged donors
and acceptors as being mobile, one would naively expect the
Coulomb fluctuations to become huge and finally infinite.

However, there is another available mechanism for par-
tially screening these fluctuations that consists of the spatial-
ly selective filling of donor states rather than the usual pic-
ture of filling these states randomly. That is, the Coulomb
fluctuations, and of course the free energy, will be lowered by
selectively filling the charged donor states. The purpose of
this paper is to investigate theoretically this process includ-
ing the magnitude and consequences of the remaining finite
fluctuations. We shall limit our discussion and arguments to
n-type 111-V semiconductors with low impurity concentra-
tions of shallow donors and acceptors. For the purposes of
this paper, low concentrations mean n}a, <1, where n, is
the number density of donors and a, is the Bohr radius of a
shallow donor. Thus, for GaAs with a, = 99 A, our limit
would include samples with 2, 510" cm . These concen-
trations are low enough so that impurity band conduction
becomes very difficult.’

Given a random distribution of donors and acceptors,
finding the actual distribution of filled and empty donors
from first principles is an extremely difficult problem that
will not be attempted here. Instead we approach the problem
in a much more phenomenological (and less rigorous) way as
follows. We asume that each acceptor can be paired with an
unfilled or charged donor. This pairing radius is described
by the probability distribution function for being able to con-

6154 J. Appl. Phys. 53(9). Septernber 1982
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struct a charge neutral volume around an acceptor with that
radius. The distribution of Coulomb potentials can then be
obtained and used to deduce various properties of the sys-
tem.

The picture that emerges from our analysis of the sys-
temn at low temperatures is as follows. There must, of course,
be fluctuations in the Coulomb potential due to the charged
impurities. However, these fluctuations are quite different
from those which one would obtain from a random distribu-
tion of charged impurities. This nonrandom distribution of
fluctuations due to the selective filling of donors has two
important aspects. In the first place, the average potential
energy that electrons feel from charged donors and accep-
tors is negative in regions of the crystal near filled donors
even though the average Coulomb potential throughout the
crystal is, of course, zero. Secondly, there are finite fluctu-
ations in the potential energy of an electron about this mean
value that are smaller than the average fluctuations in the
crystal as a whole.

Further, our analysis provides at least an approximate
explanation of a number of puzzling phenomena observed in
relatively pure n-type GaAs at low temperatures. These in-
clude the apparent decrease in £, the donor binding energy,
with increasing n, as observed in Hall measurements*- and
the decrease in mobility of many samples below about 10 K.}
It also inciudes the sharpness and temperature dependence
of the Is-2p transition along with the lack of a sharp /s-con-
duction band edge observed in photoconductivity experi-
ments.>® Finally, it gives an explanation for the fact that
experimentally observed photoconductivity line shapes are
narrower than those predicted theoretically’® using the fa-
miliar Holzmark distribution of electric fields in a sample.

There have been a number of previous explanations of
some of the above phenomena that depend on the banding of
impurity states.’ However, as will be discussed, the Coulomb
fluctuations are much greater than typical overlap integrals
at low concentrations of impurities which should preciude
banding.’

In the next section we present the basic model and cal-
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culations used in our analysis of Coulomb fluctuations
screened by the selective filling of donor states. Section II1
contains a discussion of our results and their applicability to
experimental results. Appendices A and B contain some of
the calculational details.

Il. CALCULATIONS

First, it is instructive to pursue the concept of the ran-
dom filling of charged donor states in somewhat more detail.
Thus, we consider the distribution of electric potentials at a
given point due to a random distribution of point charges
with a density n,. The potential at the origin due to single
positive charge at r is the screened Coulomb potential

¢ (r) = (e/ey) exp| — r/r,), (1)
where ¢, is the static dielectric constant of the medium and 7,
is a screening radius. We assume that the system is charge
neutral so that the number of positively charged impurities is
equal to the number of negatively charged impurities plus
the number of conduction electrons. Finally, we take the
low-concentration limit where n, is much smaller than the
density of lattice points.

The caiculation of the distribution of potentials for the
above system is easily obtained as a special case of the calcu-
lation described in Appendix B. For our purposes here it is
sufficient to characterize the Coulomb potential fluctuations
by their second moment and one obtains

$:= (@) =2mre/s. 2

In order to apply this to an n-type semiconductor we take r,
to be the Debye screening radius,

r, = (kTe,/4 mne?)'’?, 3)

where n is the density of conduction electrons (assumed non-
degenerate) and

n=(2n, +n, {4)

where n, is the density of charged acceptors and n, + n is
equal to the density of charged donors. At this point one can
see that as the density of conduction electrons tends toward
zero, the Debye radius and &, tend toward infinity.

To proceed further we assume a crude model where the
charged donors have only one bound state with binding ener-
gy E, and, using effective mass theory,

E, =€ /20 (5)
Since the potential energy fluctuations at different donor
sites span a width in energy of order ed, we approximate
these fluctuations by a band of width U, where

Uo = a¢¢n ‘6)
and a is a constant of order one. Thus, assuming that the
conduction band and edge lie at the potential energy, the
bound donor states have energies with respect to the lowest
part of conduction band edge of

E(X) = - E4 + onn (7)

where x lies between zero and one. From Egs. {2}-{6) we
obtain

(UyE,) = a[(8 nkT /E,\nlaz/m] """ (8)
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Now, as 7 decreases, U, increases. However, if U, becomes
too large, many of the charged donor states wiil no longer
bind an electron because E > 0 in Eq. (7). This will self-con-
sistently stabilize the Coulomb fluctuations at Uy~ E,. One
can obtain quantitative results from this model by perform-
ing the standard calculation’ for n using Eq. (7) with x taking
on all values between zero and one with equal probabilities.
The results of this calculation show that if £, » & T. the num-
ber of conduction electrons will not decrease exponentially
as the temperature is lowered but will be proportional to kT
Since this argument does not depend on the density of do-
nors or acceptors, it predicts impurity-induced conduction
electrons at low temperatures for any concentration of im-
purities. Further, n will be proportional to kT and thus the
effective E, measured in Hall measurements would be zero.

At least for small enough concentrations of charged im-
purities the above scenario does not occur. In our picture we
still assume that the original distribution of donors and ac-
ceptors is random since at the temperatures at which materi-
als are usually synthesized there are plenty of conduction
electrons available to screen the fluctuations. However, as
the temperature is lowered and donor states start to fill, they
will not be filled at random. Instead they will fill in such a
manner as to lower the Coulomb fluctuations and also the
energy of the system.

We now consider in more detail a system with a density
of ny of shallow donors, a density n, of charged acceptors,
and a compensation ration,

K=n,/n,, 9)

less than one. Both types of charged impurities are distribut-
ed at random. If at low temperatures all of the conduction
electrons are frozen out, then there must be 27, unfilled or
charged donors and (K ~' — 1)n, filled or neutral donors.
The large fluctuations discussed earlier are due to the long-
range nature of the Coulomb potential and arise from re-
gions of the sample that are not charge neutral. They are in
no way due to the divergence of the Coulomb potential at the
origin.

In order to understand the length scale of these fluctu-
ations we ask the following question: Given a charged accep-
tor at the origin, what is the probability P (r) of being able 1o
enclose that acceptor in a charge-neutral sphere of radius r.
Besides the acceptor at the origin the sphere may enclose k
other acceptors and n donors. Since the number of charged
donors must be equal to the number of acceptors, all integral
values of n and k with

n—15k50 (10)

are allowed. This is a well-defined mathematical problem
whose solution will yield some information about how small
the Coulomb fluctuations can be made.

The solution to this probiem is obtained in Appendix A
and the result is

Plirj=1-=Q1r),
1
Qir)=e"*+ (2xK”’)¢“fdzl,(2sz”’) expl — 22xK),
0

x=(r/r,) (11
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FIG. 1. Q1#), the probability of not being able to enclose an acceptor in a
charge neutral volume of radius . vs 7 in units of an average interdonor
spacing n,. Q|(7) is plotied for various values of the compensation ratio
K=n,/n,

where [, is the modified Bessel function and r, is the average
distance between donors

r, =(3/4mn,)""3 (12)

Plots of Q () for various values of K are given in Fig. 1 and,
for very large values of 7 one can easily derive the asymptotic
expression

QinN=IK16 72~ e
z=(r/r, 1 = K32, -

For small values of /r, or for small values of K, P (r}is domi-
nated by the probability of enclosing a single donor in the
volume. However, as K increases, it is increasingly difficult
to enclose more donors than acceptors and thus the probabil-
ity of large positively charged volumes increases.

On one hand the above results are exact and do yield
useful information about the distribution of Coulomb poten-
tials. On the other hand they do not give any quantitative
measurable properties of the system. Therefore, in order to
make quantitative calculations, we assume that at low tem-
peratures each acceptor can be associated with an unfilled or
charged donor and that the probability density p(r) that the
two are separated by a distance 7 is related to P{r) by the
equation

4 7Pp\r) = dP(rV/dr. (14)

Further, we assume that a filled donor cannot be closer to an
acceptor than the acceptor’s partner is because otherwise the
acceptor would have paired with the filled donor. Although
the actual situation is far more complex than our simple
model suggests, our model does correctly reflect the basic
physics discussed in Sec. 1.

With this model we can calculate the distribution of
potentials in the sample due to the acceptors and charged
donors. This is done in Appendix B. The distribution func-
tion itself can only be expressed in terms of severa] integrals,
so we have computed the first two moments of the distribu-
tion. These results are plotted in Fig. 2 in the form
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F1G. 2. The quantities /,(K) and /,(K ) defined by Egs. (15), describing the
average and rms fluctuations of the potential energy of an electron, vs K.

(UVE,= —(U/Ez)= —y.fiK),
(U= U /Ey = (UyEq) = ySo(K), (15)

where the functions f, and f, are defined in Appendix B, Eq.
{B8). Further, U, and U, are both positive, E, is given by Eq.
{S), ¥, is a dimensionless measure of the average spacing
between acceptors.

Yo =0ao/Tas
r, ={3/4mn,)'"3, (16)

and K is the compensation ratio. The quantity — U, is the
average potential energy of an electron near a filled donor
due to charged donors and acceptors and U, is the rms po-
tential energy fluctuation about — U, for the electron. The
average potential energy of an electron anywhere in the sam-
ple is, of course, zero and the rms fluctuations about this
value are /' 2U,. Thus, because of the spatially nonrandom
distribution of charged donors and acceptors, electrons in
regions of the sample near filied donors have a lower {more
negative) average potential energy with smaller rms fluctu-
ations than electrons at arbitrary positions.

Ill. RESULTS

Based on the ideas and calculations of the previous sec-
tions we can now present an approximate picture of a low-
temperature n1-type 111-V semiconductor with a low concen-
tration of impurities and compare this picture to
experimental observations on GaAs. When discussing shal-
low donors we shall use effective mass theory and, unless
discussing transitions between hydrogenic states, we shall
ignore any excited states of the donors. Including other hy-
drogenic states is not warranted by the accuracy of our mod-
el.

As discussed at the end of Sec. 11, the potential energy of
an electron due to charged donors and acceptors is zero with
a rms fluctuation equal to v'2U,. Because of these fluctu-
ations the bottom of the conduction band is not a well-de-
fined quantity. However, we view it as a spatially varying
quantity with minimum value denoted by E,,

E = ~vl, (17)
where a is a constant of order one. Electrons that are bound
at donor sites feel an average potential energy of — U, witha
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rms fluctuation of U,. Thus we take the binding energy of
these electrons to be

Eplx)=E, + U, + axU,, (18)
where x varies between plus and minus one and E, is the
effective mass binding energy. Therefore the binding energy
of an electron with respect to the minimum of the conduc-
tion band is given by E (x) where

Ex)=E,+U +alUy—-v2+x),—1<x<1. ({19)

That is, the energy of a bound electron is an amount E (x)
below the minimum of the conduction band.

Thus we predict a spread or distribution of donor bind-
ing energies with

Epe =E, + Uy — (V2 = llal,

Ean = Ed + U! - ‘/zauz

Emin = E‘ + Ul - (‘/2 + l)aU:, (20)
where E, .E,,, and E,,, are the maximum, average, and
minimum binding energies, respectively. At temperatures
such that U, is of order kT but not much less than kT we
would expect E,, to control the temperature dependence of
n in a Hall measurement. For U,» kT we would expect E ...
to be the controlling factor assuming that E_;,, >0. If
E..n <0the whole picture breaks down, although there may
be a temperature range where the analysis is partly valid.

Of course the potential energy distribution of electrons
averaged over the whole crystal or averaged over regions
near filled donors does not cut off sharply in our model. The
cutoff at energies of order the rms fluctuation is taken as a
convenience. Since the distribution of potential energy in-
volves simplifying assumptions anyway, we feel that little is
lost by taking this convenience. However, we note that our
distribution predicts an exponentially small probability for
large potential energies and we believe that the exact distri-
bution would also have this property. This means that a few
electrons could never be bound to donors, although they
could be trapped in regions of very small potential energy.
We shall not pursue this fact in the remainder of this paper.

We now consider a qualitative and quantitative com-
parison of our theory with some experimental observations
on GaAs. First we consider the dependence of the donor
binding energy observed in Hall measurements on the con-
centrations of donor and acceptors. Table I contains values
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FIG. 3. Plotof (£, + U, — E,,)VE, vs U,/E, for the samples in Table 1.

of impurity concentrations, observed donor binding ener-
gies, and computed values of X, U,, and U, for various sam-
ples of high-purity GaAs. According to Eq. (20) and the en-
suing discussion the observed donor binding energy, £ ,,,
should be &,, which is related to U,,U,, and the effective
mass donor binding energy, E,, by the equation

(Eq + U, — Ey,)/E4 = v/ 2aU,/E,. (21)

In order to check this and to determine the parameter a
discussed above we have plotted (E, + U, — E)/E, vs
U,/E, in Fig. 3 using the values in Table I and E, = 5.8
meV.

The experimental points fall on a remarkably straight
line with a slope corresponding to a value for a of 1.26. The
fact that a line through the points does not pass through the
origin indicates a value for E, of 6.6 meV. This is somewhat
higher than the 5.8 meV effective mass energy and the differ-
ence is larger than any expected central cell correction.
However, in view of the straight line fit, this discrepancy
appears 10 be independent of charged impurities. Since U,,
which is not an adjustable parameter, varies between 20%
and 50% of E, — E ,,, we regard the excellent fit as evidence
that our model has a reasonable quantitative validity.

In photoconductivity experiments on high-purity
GaAs at low temperatures one observes a very sharp Is-2p
transition whose magnetic field dependence is in excellent
agreement with effective mass theory with no corrections for
fluctuations.® On the other hand, the Is-conduction band
edge is cither nonexistent or very diffuse. Photoconduction
from the Is-2p transition is believed to be thermally activated
from the 2p level to the conduction band. However, the acti-

TABLEL Thequantities n,, n,, £ ,,, and K are the observed acceptor concentrations, donor concentrations, observed donor binding energies, and compen-

sation ratios. The quantities U,/E, and U,/E, were computed using Eqs. (15).

Ref. n, x10~ 2 cm?® nyx 107" cm?® E4, inmeV I ¢ U\/E, U,/E,
s 213 480 5.52 0.44 0.046 0.103
s 40.7 204 5.09 0.20 0.022 0.103
s 136 502 451 0.27 0.045 0.166
a 327 1060 1.88 0.31 0.069 0.230
b 200 860 43 0.23 0.043 0.182
b 390 490 42 0.80 0.641 0414
b 350 610 38 0.57 0.192 0.293
c 37.6 n.s 5.30 0.52 0.190 0.132
¢ 104 489 4.59 0.21 0.031 0.143

*G. E. Stillman, C. M. Wolfe, and J. O. Dimmock, Proc. 3rd Int. Conf. Photocond., Stanford. 1969 (Pergamon, Oxford. 1971), p. 265,

* Reference 11.
°G. E. Stililman and C. M. Wolfe {private communication).
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vation energy of the strength of the transition is less than
either E,,/4 or E;/4 as would be expected from effective
mass theory.'®

Our picture is in agreement with all of these abserva-
tions. Since the Coulomb fluctuations take place on a length
scale much greater than g, they wil! have little effect on the
low lying hydrogenic states and thus E,, — E,, will be little
affected as is observed.” However, the conduction band edge
is spatially varying on a length much greater than a, and thus
the Is-conduction band transition will have a spread of order
2 aU, which will smear it considerably as is observed. For
the first sample in Table I, 2 a¥, is 1.5 meV. This is quite
close to the observed smearing for this sample.'! Further, the
2p-conduction band energy gap will be given by Egs. (19) and
(20) with E, replaced by E, /4. Using the same analysis as
that leading up to Eq. (21) we obtain

E, (25} = (E,/8) + Uy — V2al,. {22}

For the first sample in Table I this yields an activation ener-
gy of 0.65 meV which is reasonably close to the measured
value'® of 0.47 meV and much closer than the effective mass
value of 1.45 meV.

Next, we consider what we consider a most puzzling
and most underrated piece of evidence obtained from high-
purity GaAs at low temperatures. It is apparently widely
believed that the Holtzmark distribution describing the dis-
tribution of electric ficlds from a random distribution of
charged impurities explains the line shapes observed in pho-
toconductivity experiments. However, in the few careful
comparisons between theory and experiment it has been not-
ed that while the line shape predicted by the theory is fairly
good, the number density of charged impurities necessary
for quantitative agreement is considerably smaller than that
obtained from transport measurements.”® This is particular-
ly disturbing since the observed line is narrower than the
predicted line and thus additional broadening mechanisms
cannot be invoked to explain the discrepancy.

Our picture provides a qualitative and even a semiquan-
titative explanation of this behavior. Although the charged
acceptors do constitute a random distribution, the charged
donors do not because they are more likely to lie near an
acceptor than one would deduce from a random distribu-
tion. Further, the filled donors, which photoconductivity ex-
periments sample, are not randomly placed either but are
likely to be further from an acceptor than one would deduce
from a random distribution. Both of these effects tend to
decrease the electric fields at filled donor sites. Preliminary
calculations on the distribution of electric fields have been
performed with the following results. As K approaches one,
the distribution of electric fields is exactly a Holtmark distri-
bution with the effective number of impurities reduced by a
factor of four. For values of K nearly one the distribution of
electric fields is nearly Holtzmark with the effective number
of impurities reduced to somewhat more than four.

Of course for small values of X the distribution of elec-
tric fields will more closely resemble a distribution from di-
poles with a density n, and a dipole momentofr, = K '/’r,.
We consider these line shape effects to be the strongest evi.
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dence in support of our picture because they most clearly
depend on the nonrandomness of the distribution of charges.

Finally, we briefly consider the mobility of samples
where E, >k Tbut at temperatures high enough so that hop-
ping conduction can be ignored. At temperature kT~ U,
and below, the fluctuations in the Coulomb potential should
constitute a significant scattering mechanism for the con-
duction electrons that is not included in the potential scatter-
ing due to charged impurities. In fact when & T is consider-
ably less than U, there must be significant volumes of the
sample that are virtually inaccessible to the electrons. Since
U, depends on K for fixed n,, this mechanism should be
more pronounced as K approaches one. In fact this sort of
behavior is observed, for example, with sample P128(b) and
P121{a) of Ref. 11 which have almost identical values of n,.
However, the above argument only indicates that our theory
has the trend correct. Actual calculations on this effect
would be very useful.
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APPENDIX A

In this Appendix we sketch the solution to the following
mathematical problem. We are given a lattice with probabili-
ties ¢, and ¢, of having particles of type 1 (donors) and type 2
(acceptors), respectively, on a given site where

() <C|<1~ (Al)

We wish to find Q (N ), the probability that a volume of N
lattice sites does not contain more particles of type 1 than of
type 2. Thus,

owi= 3 5 (V)( Jert-cir-mep

m, =0 my=m,

X(1 =¥ =", (A2)

™) =

The summation over m, can be expressed in terms of the
incomplete beta function yielding

oIN)= 3 0.N)

m=0

QoN) = (1 =),

2 )
Qn(m)=cT1 - C.)"’"(:) ™ J{: tm 1=V,
mpl. A3

The summation over m can be performed exactly by
constructing the sum

[(1 + xe®)(1 + xe~'9)}*¥
= i L (N)(N)x,,,....,e.a...,_,.,,' Ad

a0 mia0 MM/ M,
integrating 6 from Oto 2 7, and taking a derivative to obtain
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2"
J' 46 (1 + x* + 2x cosd |V

0

Py (’:‘)z mx*™, {A5)

Thus we can write

QiNy=(1—c}¥ + ‘r dt
(1]

=
47

™M &Ig

Zr.d—g— ‘l_cl)\'(l_’)\
o 47w t

d 2 N
x—[1 4+ x* + 2x cos@ )",
x| cosf ]

x=(c /(1 =1 —1)'2 (A6)
Since ¢, and ¢, are much less than one we can expand

[1 4+ x? + 2x cos 1¥ = exp(N In(1 + x? + 2x cosb )}
axexp|2Nx cosd), (AT)

the expansion being valid if x?N«¢1. One can easily check
that values of .V violating this restriction would constitute
10' atoms for concentrations of impurities of order 10'*
cm™ 3 For N this large Q (V) is ridiculously small. Further,
by similar arguments,

{1 — ¢} sexp{ — Ne),
{1 = 1) xexp{ — N1),
xaxic, )V (A8)
When Egs. (A6}{A8) are combined, the & integration

can be expressed exactly in terms of a Bessel function of
imaginary argument and one obtains

Q(N) =e"""[1 + F%’{-'-"(cl:)"=N1.[21c,z)“21v1].
0
(A9)

Equation (11)can be obtained by a simple change of variables
and by noting that ‘

(Ney) = (r/r)? (A10)
for a sphere of radius » containing ¥V lattice points.

APPENDIX B

In this Appendix we derive the distribution function
and first two moments for the Coulomb potential of an elec-
tron due to the nonrandom distributions of chargerd donors
and acceptors. We consider a random distribution of a small
concentration of acceptors where U, (r) is the potential ener-
gy of an electron at the origin due to an acceptor at r.
Further, for each acceptor, there is a donor with a probabil-
ity density p{r) that the donor is at a position r away from the
acceptor. The contribution to the potential energy of an elec-
tron at the origin from a donor at r is U, ir). By a straightfor-
ward generalization of a method used earlier,'* one can easi-
ly obtain F(UdU, the probability than an electron at the
origin has a poetntial energy between U and U + dU.

dr

F(U]af' ___eUle-lul.
—w 27

Iit)= n,jd rd’rpie — r'){ 1 — exp[it (U, (r) + U (e')] },
(B1)
where n, is the density of acceptors.
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In this case,
U,ir)= — U,(r) = /ey (B2)

For an electron at an arbitrary position Eqs. (B1) are correct
as they stand. However, for an electron bound (or near to) a
filled donor, the acceptor must be closer to its paired donor
than to the filled donor and thus there is a restniction on the r
and r’ integrations such that

IFi>ir—r}. (B3)

The moments of the distribution can be obtained by expand-
ing / (¢} in a power series to obtain

M, =n,(e*/e,)* fd dirpe)r—k—(r—r| N>

(B4)

for k = 1,2, one of the integrals in (B4} can easily be per-
formed yielding

Aul = - (2 ”"‘82/3 €0V2 = (U)
M, =(2n,me*/€V, = (U— (U)?)

J, = fd 3rpir). (BS)

By using Eg. (14), integrating by parts once, and chang-
ing variables from r 1o N = 4 mpr’, where p is the density of
lattice points we obtain

Jo = (378 mp)* "k /3) Jw N* =339 (N)dN, {B6)
('

where Q (N )isin Appendix A. By using Eq. (A9)for @ (N ), the
N integral is a tabulated Laplace transform of a Bessel func-
tion and we obtain

J, = (38 mpf Yk /3 [Tk /3 7 + T2+ k/3)eyey)'?

1
xf dxx~ "¢, — cx) "' 4P S Mle, + exV/e, ~ exx))],
Q

(B7)

wherec, and ¢, aredefined in Appendix A, I” (z) is the gamma
function, and P} is the Legendre function. By combining
Egs. (B7) with Egs. {B5) and making another change of varia-
bles one obtains Egs. (15) with

SUK Y= R K /327311 + (10/9L,K )],
kP =2 K" (1/3)[1 +4/9L,(K)],
LK)

K/l - K
=J (x + W= F(—k /3.1 + k/3;2, — x) dx,
(1

(B8)

where F (a,b;c.2) is the hypergeometric function. The integral
is performed numerically to obtain Fig. 2.
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Coulomb potential fluctuations in high-purity n-type III-V
semiconductors

Peter A. Fedders
Department of Physics, Washington University, St. Louis, Missouri 63130

Abstract. We investigate the effects of fluctuations in the Coulomb
potential due to charged impurities in high-purity n-type III-V
semiconductors at low temperatures. Assuming that charged donors
and acceptors are randomly distributed at high temperatures, we
conclude that the donors are selectively filled at low temperatures
leaving non-random distributions of charged and filled donors. The
potential fluctuations from these distributions can approximately
account for a number of experimental observations on low-temperature
high-purity GaAs.

1. Introduction

For years it has been known that a random distribution of equal con-
centrations of fixed positive and negative charges will yield infinite
fluctuations in the Coulomb potential in the limit of an infinite volume
(Shklovskii and Effres 1971). These fluctuations can be damped, of course,
by screening due to additional mobile charges or by a rearrangement of the
fixed charges themselves. In light of this, consider a high-purity n-type
semiconductor at low temperatures. As the temperature is lowered, the
number of free carriers is reduced toward zero, and thus the screening
or Debye radius tends toward infinity (Blakemore 1963). Since one does
not normally think of the charged donors and acceptors as being mobile,
one would naively expect the Coulomb fluctuations to become huge and
finally infinite.

However, there is another available mechanism for partially screening
these fluctuations that consists of the spatially selective filling of
donor states rather than the usual picture of filling these states randomly.
That is, the Coulomb fluctuations, and of course the free energy, will be
lowered by selectively filling the charged donor states. The purpose of
this paper is to theoretically investigate this process including the
magnitude and consequences of the remaining finite fluctuations. We shall
Timit our discussion and arguments to n-type [II-V semiconductors with Tow
impurity concentrations of shallow donors and acceptors. For the purposes
of this paper, low concentrations mean ny'®a, << 1 where ngq is the number
density of donors and ay is the Bohr radius of a shallow donor. Thus, for
GaAs with ag=99A, our Timit would include samples with ny<10'® em™3.
These concentrations are low enough so that impurity band conduction
becomes very difficult (Mott and Davis 1971).

Given a random distribution of donors and acceptors, finding the
actual distribution of filled and empty donors from first principles is
an extremely difficult problem that will not be attempted here. Instead

0305-2346/83/0065-0545 $02.25 © 1983 The Institute of Physics
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we approach the problem in a much more phenomenological (and less rigorous)
way as follows. We assume that each acceptor can be paired with anunfilled
or charged donor. This pairing radius is described by the probability dis-
tribution function for being able to construct a charge neutral volume
around an acceptor with that radius. The distributionof Coulomb potentials
can then be obtained and used to deduce various properties of the system.

The picture that emerges from our analysis of the system at low
temperatures is as follows. There must, of course, be fluctuations in the
Coulomb potential due to the charged impurities. However, these fluctua-
tions are quite different from those which one would obtain from a random
distribution of charged impurities. This non-random distribution of
fluctuations due to the selective filling of donors has two important
aspects. In the first place, the average potential energy that electrons
feel from charged donors and acceptors is negative in regions of the
crystal near filled donors even though the average Coulomb potential
throughout the crystal is, of course, zero. Secondly, there are finite
fluctuations in the potential energy of an electron about this mean value
that are smaller than the average fluctuations in the crystal as a whole.

As will be discussed, our analysis provides at least an approximate
explanation of a number of puzzling phenomena observed in relatively pure
n-type GaAs at lTow temperatures.

2. Calculations

In our picture we assume that the original distribution of donors and
acceptors is random since at the temperatures at which materials are usually
synthesized tnere are plenty of conduction electrons available to screen
the fluctuations. However, as the temperature is lowered and donor states
start to fill, they will not be filled at random. Instead they will fill
in such a manner as to lower the Coulomb fluctuations and also the energy
of the system.

We now consider in more detail a system with a density ny of shallow
donars, a density n,y of charged acceptors, and a compensation ratio,

K=mn/ng (1)

less than one. Both types of charged impurities are distributed at random.
1f at low temperatures all of the conduction electrons are frozen out, then
there must be ny unfilled or charged donors and (k=*-1)nz filled or neutral
donors. The large fluctuations discussed earlier are due to the long-range
nature of the Coulomb potential and arise from regions of the sample that
are not charge neutral. They are in no way due to the divergence of the
Coulomb potential at the origin.

In order to understand the length scale of these fluctuations we ask
the following question: Given a charged acceptor at the origin, what is’
the probability P(r) of being able to enclose that acceptor in a charge-
neutral sphere of radius r. Besides the acceptor at the origin the sphere
may enclose k other acceptors and n donors. Since the number of charged
donors must be equal to the number of acceptors, all integral values of
n and k with n-12k20 are allowed. This is a well defined mathematical
problem whose solution will yield some information about how small the
Coulomb fluctuations can be made. The solution to this problem is presented
elsewhere (Fedders 1982).
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Plots of Q(r) vs. rq for various values of K are given in Figure 1
where 1/3
Qr) =1 -P(r) , 1y (3/4nnd) . (2)

For small values of r/rq or for small values of K, P(r) is dominated by the
probability of enclosing a singie donor in the volume. However, as K in-
creases, it is increasingly difficult to enclose more donors than acceptors
and thus the probability of large positively charged volumes increases.

LC, g —r———— — T— T

i Figure 1

1 Q(r), the probability

1 of not being able to
enclose an acceptor in

] a charge neutral volume

of radius r, vs. r in

E units of an average

] interdonor spacing rq.

Q(r) is plotted for

various values of the

compensation ratio

K = "a/"d‘

e d

On one hand the above results are exact and do yield useful informa-
tion about the distribution of Coulomb potentials. On the other hand they
do not give any quantitative measurable properties of the system. There-
fore, in order to make quantitative calculations, we assume that at low
temperatures each acceptor can be associated with an unfilled or charged
donor and that the probability density p(r) that the two are separated by
a distance r is related to P(r} by the eguation

47rr2 p(r) = dP(r)/dr (3)

Further, we assume that a filled donor cannot be closer to an acceptor than
the acceptor's partner is because otherwise the acceptor would have paired
with the filled donor. Although the actual situation is far more complex
than our simple model suggests, our model does correctly reflect the basic
physics discussed in Sect. 1.

With this mode)l we can calculate the distribution of potentials in
the sample due to the acceptors and charged donors. The distribution
function itself can only be expressed in terms of several integrals so
we have computed the first two moments of the distribution. These results
are plotted in Figure 2 in the form

<U>/Ey = (U /Ey) = -y, F1(K)
<(U-<ur) ey = Up/E) =y, £ (4)
where the functions fy and f; are given elsewhere (Fedders 1982). Further,

Uy and Uy are both positive, Eq is the effective mass binding energy, ya
is a dimensionless measure of the average spacing between acceptors,
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1/3 (5)

and K is the compensation ratio. The quantity -Uj is the average potential
energy of an electron near a filled donor due to charged donors and acceptors
and Up is the rms potential energy fluctuation about -Uj for the electron.
The average potential energy of an electron anywhere in the sample is, of
course, zero and the rms fluctuations about this value are /ZU. Thus,
because of the spatially non-random distribution of charged donors and
acceptors, electrons in regions of the sample near filled donors have a
lower (more negative) average potential energy with smaller rms fluctua-
tions than electrons at arbitrary positions.

¥y = ao/r‘a s Ty T L3-/4”"a)

/ ] Figure 2

ya 1 The quantities fy(X) and

1 f2(K) defined by Eqs. (4)
describing the average and
rms fluctuations of the
potential energy of an
electron, vs. K.

eiaaiiiad

sl

3. Results

Based on the ideas and calculations of the previous sections we can
now present an approximate picture of a Tow-temperature n-type III-V
semiconductor with a Tow concentration of impurities and compare this
picture to experimental observations on GaAs. When discussing shallow
donors we shall use effective mass theory and, unless discussing transi-
tions between hydrogenic states, we shal) ignore any excited states of
the donors. Including other hydrogenic states is not warranted by the
accuracy of our model.

As discussed at the end of Sect., 2, the potential energy of an
electron due to charged donors and acceptors is zero with an rms fluctua-
tion equal to vZUp. Because of these fluctuations the bottom of the
conduction band is not a well defined quantity. However, we view it as
a spatially varying quantity with minimum value given by -+Z a U2 where
a is a constant of order one. E£lectrons that are bound at donor sites
feel an average potential energy of -Uy with an rms fluctuation of Up.
Thus E,4,, the average binding energy o} an electron with respect to the
minimum of the conduction band, is given by
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Eav = Ed * U - Z aUz , (6}
with rms fluctuations of order Up. At temperatures such that Up is less
than or of order kT we expect Eay to control the temperature dependence of
n in Hall measurements. When kT becomes less than Up substantial parts of
the sample are virtually inaccessible to the conduction electrons and the
effective mass picture is no longer valid. Of course the potential energy
distribution of electrons averaged over the whole crystal or averaged over
regions near filled donors does not cut off sharply in our model. The
cut-off at energies of order the rms fluctuation is taken as a convenience.

We now consider a qualitative and quantitative comparison of our
theory with some experimental observations on GaAs. First we consider the
dependence of the donor binding energy observed in Hall measurements on
the concentrations of donor and acceptors. Table [ contains values of
impurity concentrations, observed donor binding energies, and computed
values of Uy, and Uy for various samples of high-purity GaAs. According
to Eq. (6) and the ensu1ng discussion the observed donor binding energy,
Edo» should be E,y which is related to Uy, U2, and the effective mass
donor binding energy, E4 by the equation

(Eq * Uy - Ego)/Eq = "ZxUp/Ey . (7)

In order to check this and to determine the parameter x discussed above we
have plotted LEd-*U Edo//Ed vs. Up/Eq in Figure 3 using the values in
Table I and E4 = 5.8 meV

Table I: Observed values of n, (in 107 =12 3), ng (in 10° -2 3),K,
and Egq (in meV) and computed values of Uy/Eq and Uz/Ed.
Ref. LA nd Edo U]/Ed UZ/Ed K
a 21.3 48.0 5.52 0.046 0.103 0.44
a 40.7 204 5.09 0.022 0.103 0.20
a 136 502 4.5 0.045 0.166 0.27
a 327 1060 3.88 0.069 0.230 0.3
b 200 860 4.3 0.043 0.182 0.23
b 390 490 4.2 0.641 0.414 0.80
¢ 37.6 610 3.8 0.192 0.293 0.57
c 104 489 4.59 0.0 0.143 0.21
3. E. Stillman, C. M. Wolfe, and J. 0. Dimmock, Proc. 3rd Int.
Conf. Photocond., Stanford, 1969, p. 265, Pergamon, Oxford, 1971.
bG E. Stillman, C. M. Wolf, and J. 0. Dimmock, Proc. 3rd Int.

Conf. Photccond., Stanford, 1969, p. 265, Percamon, Oxfore, 1971,
®G. E. Stiliman and C. M. Wolfe, private communication.
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0. L 2 ! 1
(o) (o] 0.2 0.3 04 0.5
UZ/Ed

Figure 3: Plot of E_ +U,-E.  /E, vs. U./E, for the sample in
Table 1. ¢ 1} "do’7d 2'd

The experimental points fall on a remarkably straight line with a
slope corresponding to a value of of 1.26. The fact that a line througn
the points does not pass through the origin indicates a value for Eq of
6.6 meV. This is somewhat higher ihan the 5.8 meV effective mass energy
and the difference is larger than any expected central cell correction.
However, in view of the straight line fit, this discrepancy appears to be
independent of charged impurities. Since Uy. which is not an adjustable
barameter, varies between 20% and 50% of Eq-E£4,, we regard the excellent
fit as evidence that our model has a reasonable quantitative validity.
Further, from Eqs. (4), (6), and Figure 2 one can see that observed donor
binding energy is predicted to increase as K increases for fixed na.

This is in at least qualitative agreement with observations on transmuta-
tion doped Ge (Cuevas 1967).

In photoconductivity experiments on high-purity GaAs at low tempera-
tures one observes a very sharp 1s-2p transition whose magnetic field
dependence is in excellent agreement with effective mass theory with no
corrections for fluctuations (Stillman et al. 1975). On the other hand,
the Ts-conduction band edge is either non-existent or very diffuse.
Photoconduction from the 1s-2p transition is believed to be thermally
activated from the 2p level to the conduction band. However, the
activation energy of the strength of the transition is less than either
Edo/4 or E4/4 as would be expected from effective mass theory (Stillman
et al. 1974).

Our picture is in agreement with all of these observations. Since
the Coulomb fluctuations take place on a length scale much greater than
ag, they will have Tittle effect on the low lying hydrogenic states and
thus Eys-Eop will be Tittle affected as is observed (Larsen 1976). How-
ever, the conduction band edge is spatially varying on a length much
greater than a, and thus the ls-conduction band transition will have a
spread of order 2alp which will smear it considerably as is observed.
For the first samplé in Table I, 23Uy is 1.15 mev. This is quite close
to the observed smearing for this sample (Stilliman et al. 1971). Further,
the 2p-conduction band energy gap will be given by Eq. (6) with Eq4
replaced by E4/4. Using the same analysis as that leading up to Eq. (7)

o . e o
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we obtain an activation energy of 0.65 meV for the first sample in Table I
which is reasonably close to the measured value (Stillman et al. 1977) of
0.47 meV and much closer than the effective mass value of 1.45 meV.

Next, we consider what we consider a most underrated piece of evidence
obtained from high-purity GaAs at low temperatures. It is apparently
widely believed that the Holtzmark distribution describing the distribution
of electric fields from a random distribution of charged impurities expiains
the lineshapes observed in photoconductivity experiments. However, in the
few careful comparisons between theory and experiment it has been noted
that while the lineshape predicted by the theory is fairly good, the number
density of charged impurities necessary for quantitative agreement is
considerably smaller than that obtained from transport measurements (Korn
and Larson 1973; Larsen 1979). This is particularly disturbing since the
observed line is narrower than the predicted 1ine and thus additjonal
broadening mechanisms cannot be invoked to explain the discrepancy.

Our picture provides a qualitative and even a semiquantitative
explanation of this behavior. Although the charged acceptors do constitute
a random distribution, the charged donors do not because they are more
likely to 1ie near an acceptor than one wouid deduce from a random dis-
tribution. Further, the filled donors, which photoconductivity experiments
sample, are not randomly placed either but are likely to be further from
an acceptor than one would deduce from a random distribution. Both of
these effects tend to decrease the electric fields at filled donor sites.
Preliminary calculations on the distribution of electric fields have been
performed with the following results. As '\ approaches one, the distribu-
tion of electric fields is exactly a Holtzmark distribution with the
effective number of impurities reduced by a factor of four. Four values
of K nearly one the distribution of electric fields is nearly Holtzmark
with the effective number of impurities reduced by somewhat more than
four. Of course for small values of K the distribution of electric fields
will more closely resemble a d1str1but1on from dipoles with a density n,
and a dipole moment of rg =K'

Kogan (1980) has performed computer simulations on the selective
filling of donor states and his numerical results and our analytic results
on the distribution of electric fields agree quite well for K<0.9. Thus
it now appears that observed photoconductivity lineshapes are too broad
to be explained entirely by jonized impurities.
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We calculate the second-order shifts in the energies of the 1s and 2p _ states of hydrogen-
ic donors in a magnetic field due to electric fields and combination of electric and strain
fields in a piezoelectric medium. The results are discussed as a possible explanation of dif-
ferent line shapes and linewidths associated with different donors as observed in photocon-

ductivity experiments on GaAs.

I. INTRODUCTION

In this paper we calculate the second-order shifts
in the energies of the 1s and 2p_ states of hydro-
genic donors in a magnetic field due to electric fields
and due to a combination of electric and strain fields
in a piezoelectric medium. Given a distribution of
electric fields or a distribution of electric fields and
the strain field of a donor impurity, one can use
these shifts to calculate donor line shapes as mea-
sured in photoconductivity experiments.

Recently there has been a lot of interest in the
identification of various shallow donor impurities in
GaAs by photoconductivity measurements on the
1s-2p_ transition in high magnetic fields. These
measurements' ~* have been made on samples fabri-
cated by different growth techniques at different
growth temperatures and correlations between these
factors and relative concentrations of different
donor impurities have been obtained. In addition,
these experiments have exhibited a2 wide variety of
line shapes and linewidths that appear to be as
strongly correlated with the growth technique as
with concentrations of charged impurities or mobili-
ties.

In the past it has been widely believed that line
shapes of shallow donor hydrogenic transitions were
controlled by the concentrations of charged impuri-
ties and, in particular, that the 1s-2p _ line shape at
high magnetic fields is primarily determined by
second-order Stark shifts caused by a distribution of
electric fields generated by the charged impurities.®
Although this mechanism is undoubtedly an impor-
tant one, experimental evidence shows that other
mechanisms must play a role. For example, dif-
ferent donors in the same sample routinely exhibit
different linewidths or line shapes and donors in
samples with similar electrical properties exhibit dif-
ferent donor line shapes that appear to be correlated
with the manner in which the sample was fabricat-
ed.

a

In an earlier paper’ we investigated the electro-
static effects on the energy of a hydrogenic donor
complex in the presence of an externally applied
magnetic field and noted that there can be no cross
terms in the energy shift that is linear in the electric
field and in the dimensions of the complex. In this
paper we note that a substitutional or interstitial
donor will in general have a strain field associated
with it and, in a piezoelectric medium, there will be
an electrostatic potential associated with that strain
field. However, in this case, there is a cross term in
the energy shift that is linear in the electric field and
in the strength of the strain field generated by the
donor.

The method used in the calculation is based upon
one used recently by Larsen' to calculate the
second-order shift in energy of the Is state to an ap-
plied electric field. Some modifications are neces-
sary because the 2p _ state is degenerate with other
states in the absence of a magnetic field. In addi-
tion, the method is easily extended to include cross
terms between an electric field and other perturba-
tions. In Sec. II we shall describe the basic model
and perturbations arising from electric and strain
fields. The actual calculations and their relationship
to previous work are contained in Sec. III. Section
IV contains the presentation and a discussion of our
results.

II. MODEL
In reduced units the zero-order Hamiltonian H, is
that of a simple hydrogenic donor at the origin in-
teracting with an external magnetic field:

3
3¢

where lengths and energies are taken in units of the
effective Bohr radius ag=€,#°/m®e? and the effec-
tive Rydberg R =m%*/2¢j#’. The dimensionless
magnetic field strength is y=#w. /2R, where
w,=eB/m*, the magnetic field B defines the 2

Ho=—V’+1'.1 +%y’p’—-§-, (0

4799 © 1983 The American Physical Society
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direction, ¢ and & are the usual polar and azimuthal
angles. and p=rsinf. We consider two perturba-
tions on this system. The first perturbation is the
usual Stark term described by the Hamiltonian

H,=FT, Q)

where the dimensionless vector F is given by
F=eayE/R where E is a uniform electric field.
Equation (2) can also be written in a far more con-
venient spherical form as

Hi=(F,e "*+F_e'%)p+4F,z. 29

where z =rcosf and F, = %(F, *iF,).

The second perturbation is far more complicated.
In our picture an impurity donor is the source of a
strain field and that strain field generates an electro-
static potential because of the piezoelectric coupling.
According to elastic continuum theory a defect will
produce a material displacement proportional to r ~2
and a strain field proportional to r > at distances »
that are large compared to the size of the defect. A
fairly common model® is one where G(¥), the dis-
placement of a material point T due to a defect at
the origin, is given by the equation

N =bT/T, (3

where b has the units of length and is related to the
_ size of the defect. The model defect defined by Eq.
(3) is easy to manipulate analytically and reflects the
correct r dependence at large distances which will
dominate our results if the Bohr radius is much
larger than the defect. However, the angular depen-
dence predicted by Eq. (3) is far too simple to be
realistic.

For a sphalerite structure the potential energy of
an electron interacting with the electric potential
generated by the model defect is'®

V(F)=36mb’ s D2 “)
& r

where ey, is the piezoelectric coupling constant and
where spatial directions refer to the crystalline axes.
If V(T) is expressed in the coordinate system de-
fined by the magnetic field, then it will possess
terms proportional to e”™* with m=+2, +1, and 0.
Since we are primarily interested in cross terms be-
tween this and the Stark effect, only the terms with
m=*1,0 are relevant and we obtain the second-
perturbation Hamiltonian in reduced units,

Hy=[(G, e "*+G_e'"*p+G,z)2%/r5. (5)

The G,,, dimensionless measures of the coupling
strength, can be written as

G =(36mbee,, /€gal RE,, ©

where m =0,=1, £,=£_,. and all of the §, are of
order one.

In general the G's in Eq. (5) will depend on the
orientation of the magnetic field with respect to the
crystal axes. However, Eq. (3) is far too simple to
describe a realistic material displacement and thus
any detailed angular dependence cannot be viewed as
reliable. Thus Eq. (5) will yield only an estimate of
the effects due to strains and the b's must be es-
timated or obtained from other measurements.

III. CALCULATIONS

For a perturbation Hamiltonian A’ that possesses
no diagonal elements, the energy shift of a state x to
second order in H' is AE,,

. 2
AE,=T J{n|H'|x)]

, N
Rekx Ex - En

where |n) and E, are the eigenvectors and energies
of the states of H,. There are a number of ways of
evaluating Eq. (7) including the summation over a
few states n that are believed to be most important.
Another way is to find a function h,(T) such that

(n|h (D |x)=(n|H |x)/E,—E,),
(x| hy(r}|x)=0.
In this case Eq. (7) reduces to
AE, =(x | H'h(r)|x). 9

Of course the difficulty is in finding a function
h,(T) that satisfies Egs. (8). If the perturbation
Hamiltonian H' contains two distinct terms

H'=AH +MHj, (10)

(8)

then similarly one obtains
AE, =M (x)+2A Aagp(x)+Ahy(x), (1D
where
a;(x)={(x | H; hy(T)|x)
=(x |Hjhu(T) | x),
(n|h (T x)=(n|H |x)/E,-E,), (12
(x| h(T)|x)=0.

Thus in order to obtain a,, and a|;, only h,(T)
must be obtained, but not 4,,(T").

The second-order Stark shift for the 1s hydrogen-
ic donor in a magnetic field has been calculated by a
number of authors®'"'? and our treatment follows

Larsen's® quite closely. To our knowledge the
method has not been used to calculate the energy
shifts of any excited states. Stark-shift calculations
of the 15-2p_ energy difference by summing over a
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few states have been performed as part of a line-
shape analysis,”? but AE has not been presented. As
we shall see, summing over a few states appears 1o
give reasonably good results for the quadratic Stark
shift but terrible results for perturbations involving
H;.

Larsen has recently described a variational
method for obtaining h,(T) when Egs. (8) cannot be
solved exactly; the details are contained in Ref. (8).
In this method one assumes a trial solution of the
form

he(Y="S 8, £i( D), (13)
i

where the f;(T) are chosen functions and the a; are
determined variationally by the equations

(x| f,{(H'=4)| x)=0,
A|x)=[h(r),Hp}lx).

Equation (13) is then used in Eq. (9) to determine
AE,.

The wave functions used for the Is and 2p _ states
of H, were obtained by variational calculations with
trial functions of the form

(14)

Uy, (F)=A expl —ar —b%p?—c22?),
(15}
Uy, (r)=Apexp(—ar —blp?~c’2?—id).

These wave functions are discussed in Ref. (7) and
are both lowest energy states with quantum numbers
m =0,~1, respectively. In the calculations terms
from- H} and H: with different spherical com-
ponents do not mix and thus each contribution can
be computed separately. Further, since we are pri-
marily interested in terms linear and quadratic in
the electric field, we need only calculate the three
spherical components of h,(T) for x=1s and 2p _.
The trial functions f;(T) will be described in this
section but the results will be presented in Sec. IV,

For the 1s state the functions chosen for the
m =0 part of h, were of the form

fia(0)=r"cos?k +'g, (16)

and for the m =+1 part of the h, the functions
chosen were of the form

Sin(m)=r"sin?* +19¢ —'m$, (17

In all cases the results at y=0 were exact, the results
converged rapidly as more terms were added, and
Sin with k=0, n=1-4and k=1, n =3 and 4 are
included in the final results. The m=0, —1 parts of
H, for the 2p _ state were also perfectly straightfor-
ward and the same f,, with the same values of k
and n were used.

A problem arises with the m= 4 | part of H| for

the 2p _ state because this perturbation connects the
2p _ state with the s state and these are degenerate
at y=0. Thus this part of a,;' T+ will be proportion-
altoy 'asy approaches zero. However, an &1 1)
constructed from f,, with (k.nl=(~1,=1), (—1,0),
(0,1), (0,2), and (—1,1) can be found which satisfies
Egs. (12) to leading order in y. By adding to this
set, the results at finite ¥ converge quickly and our
results include the functions f,, with
k=~1,n=—-1-3 and k=0, n =1—4. The con-
tribution to a;,{ T} does not diverge as y approaches
zero because the appropriate matrix element between
the 2p _ and 2s states vanishes.

IV. DISCUSSION

The shift in energy between the 1s and 2p _ states
of a hydrogenic donor due to the perturbations
H\ and H; that was calculated in the last section
can be written as

AE=AE(2p_)—AE(ls)
=a“(z)F,l—-a"( T)F%—au(Z)G,F,
—a (TG Fr (18)

in dimensionless units, where f“'r=F,_5§ +F,§, and
similarly for Gy. As discussed earlier F is a dimen-
sionless vector that is proportional to an applied
electric field and G is a dimensionless measure of
the strain field generated by the donor. The four
coefficients a in Eq. (18) are plotted as a function of
the dimensionless magnetic field strength in Figs. 1
and 2. As one would have expected a,,(z) and

FIG. 1. Plot of the dimensionless coefficients
a;t T) and a,,(2) vs the dimensionless magnetic field v.
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FIG. 2. Plot of the dimensionless coefficients
a1 T) and a,;(2) vs the dimensionless magnetic field .

a,(T) are strongly decreasing functions of magnetic
field strength and, in addition, the 2p _ contribution
is much greater than the ls contribution. On the
other hand a,3(z) and a;5(T) depend rather weakly
on the magnetic field and the contributions of the
Is and 2p_ states are of the same order of magni-
tude. For this reason we have included the contribu-
tion from the 2p _ state in Table I.

It is quite difficult to assess the accuracy of ma- .

trix elements computed by variational methods.
Thus we shall limit the discussion on the precision
of our results to a comparison of the ls contribu-
tions to a,;(2) and a;)(T) to the recent results ob-
tained by Larsen.® Larsen used variational wave
functions of a more complex nature than ours that
yielded slightly lower energies and, in addition, em-
ployed several corrections to the a's that we did not
use. Nevertheless, our values are quite close to his

TABLE 1. Contribution of the 2p_ state to
a(2) and a)y(T) as a function of the dimensionless mag-
netic field strength 7.

4 [anl2)]y,_ [@an{D]y,_
0.0 =0.214 0.041
0.1 -0.223 0.118
0.3 -0.237 0.158
0.5 -~0.246 0.1
0.8 ~0.255 0.179
1.0 -0.259 0.182
1.5 -0.267 0.183
20 -0.273 0.182
2.5 -0.278 0.180

in that our values of the 1s part of a iz were 1.8%,
3.5¢%, 5.8, and 6.7% lower than his at values of
y= 0.5, 1.0. 2.0, and 3.0, respecinely. The
discrepancy between our values of the ls contribu-
tion to a;;(T) were slightly less. The above errors
are probably a reasonable measure of the error in all
of our values of the a’s even though the 2p _ state
dominates the values of a;,(z) and a,,(T). This ob-
tains because both the 1s and 2p_ are ground states
in the manifold of states with m=0 and — 1, respec-
tively, and thus there is no reason to expect the 2p _
calculation to be significantly better or worse than
the 1s calculations.

We have also performed a few calculations for the
energy shift to second order in H;. At y=0 we ob-
tain

AE=0.124G2+0.58G2. (19)

This shift is almost entirely due to the ls state be-
cause the perturbation is proportional to r ~2. The
degeneracy of the 2p_ states with other n =2 states
is not a factor in this case because all matrix ele-
ments between degenerate states vanish. The mag-
netic field dependence of Eq. (19} is not very great;
less than that of a central cell correction. Further, it
is interesting to compare our results with the results
that one would obtain by summing over a few exact
states. We have done this for the ls state at zero
magnetic field where there are no degeneracy prob-
lems and where wave functions are known exactly.
For a;; summing Eq. (7) over a few states gives an
excellent approximation to the exact results. Con-
versely, the values of @,; and a,, obtained this way
are only small fractions of the exact results. This
indicates that the continuum or scattering states of
the hydrogen atom contribute significantly to or
even dominate the results in these cases.

We shall now comment briefly on the magnitudes
of the terms that we have calculated with physical
constants appropriate for GaAs. The magnitude of
H in units of the rydberg is

H) ~eay/ey}, 20)

where r; is an average spacing between charged im-
purities. Similarly, the magnitude of H in units of
the rydberg is

H ~36mb’e, /eal. Qn

The ratio of the magnitudes, Hj /H, is about 10?
for 5=10"% cm and n; =10'* cm~?, and is about 1
for 5=10"* cm and n; =102 cm~* where n; is the
density of charged impurities. Further, a,, is about
0.1 of a;; at y~1 or a magnetic field of about 65
kG. Thus assuming that a substitutional donor
creates a reasonable (but not huge) strain field, the
cross term may have an appreciable effect. The rel-
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ative importance of the effect should be greater at
larger magnetic ficlds because the a,, decrease as
the field is increased and the a;, are roughiy con-
stant.

We have performed a number of line-shape calcu-
lations including both the Stark and cross terms in
order to assess the effects of the cross term on pho-
toconductivity line shapes. In these calculations we
have used a Holtzmark distribution of electric fields
and have also assumed that a,(z)=a,(T)
and a3(z)=a,y(T). Thus the line shape as a func-
tion of energy F(e) is easily seen to be

Fle)= [ P(E)8(e—4E*~B-E)aE, (22)

where P(E) is the isotropic distribution of electric
fields E, while 4 and B are related to a,, and a3,
respectively. While neither of the above approxima-
tions is correct, they are good enough to see the ef-
fects of the cross term. For example, the charac-
teristic very asymmetric line shape usually associat-
ed with photoconductivity lines is caused largely be-
cause of a second-order shift and the details of the
electric field distribution are not of overwhelming
importance.

Our results show that the second-order Stark dis-
tribution can be broadened by a factor of 2 or 3 by
the cross term without its shape being significantly
altered, except in the far wings. Thus 10 within ex-
perimental error, our calculations provide a mecha-
nism whereby different donors could yield different
linewidths even if they felt the same distribution of
electric fields. However, as a function of magnetic
field strength v, the a,, decrease quite rapidly while
the a,; are roughly constant. Thus as a function of
increasing field strength the line would narrow as
fast as predicted by including just the Stark term,
and the line would eventually become more sym-
metric. This behavior was not noticed in Ref. 13,
Finally, the cross term should yieid a line shape that
is angle dependent. However, as noted in Sec. 1I,
our model of the strain is far too simple to yield
believable angular dependences and thus we cannot
estimate the size of this anisotropy.
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The magnetic-field dependence of the Hall factor is investigated theoretically and experimentally.
The theory includes arbitrary band structure, carrier degeneracy, and wave functions assuming
isotropic media and carriers behaving as spinless Fermions without energy-level quantization.
Comparisons between theory and experiments on high-purity GaAs from the low magnetic-field
limit to the classical high magnetic-field limit agree to within 0.7 percent.

PACS numbers: 07.55. + x, 72.20.My

). INTRODUCTION

The Hall effect' is widely used in semiconductor re-
search and development to determine the free-carrier con-
centrations of doped materials at temperatures ranging from
a few degrees Kelvin to the melting temperatures.>>

From the time of the earliest successful theoretical in-
terpretations of the Hall coefficient R, by Gans,* it has
been known that R, is inversely proportional to free-carrier
concentration n:

Ry =ry/en, 1)
where e is the electron charge and r is the Hall scattering
factor. Since the late 1950's, it has been customary to assume
that 7, = 1for interpreting experimental results. Neverthe-
less, the scattering factor does not equal unity in general and,
furthermore, r,; depends on the strength of the magnetic
field used for the Hall measurement.

To our knowledge, there has never been a quantitative
comparison between theory and experiment on the magnet-
ic-field dependence of the Hall scattering factor as given in
Sec. V. We review in Sec. II some of the historical back-
ground of the Hall effect with particular emphasis on the
scattering factor. In Sec. III, we derive general results of the
theory of the Hall effect. In Sec. IV, we investigate the classi-
cal strong magnetic-field limit. In Sec. V, detailed theoretical
calculations of the scattering factor are compared to experi-
ments on a-type GaAs for varying magnetic-field strengths.

H. HISTORICAL BACKGROUND

In Gans’ treatment of the Hall effect, he assumed a sin-
gle noninteracting free-carrier species {electrons) with a con-
stant-mass dispersion relation and classical statistics.* Fur-
thermore, the electrons were supposed to be scattered in
such a manner that they experienced a constant mean-free-
path, independent of electron energy. This treatment gave
rise to one of the well-known equations for the scattering
factor.*¢7

ry = (7)/(r)* = 3n/8. (2)

For a general power-law dependence of mean-free-path
on energy and for classical particle behavior, one can calcu-
late various scattering factors ranging between about unity
{constant scattering rate) and 3157/512~1.93 (Coulomb
scattering).®®

10 J. Appl. Phys. 84 (1), January 1983
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It appears that Harding'® was the first to correctly re-
derive Gans’ results within the more general framework of
Boltzmann's equation and quantum mechanics, albeit as-
suming constant-mass particle behavior. Harding also wrote
scattering terms for the Boltzmann equation which correctly
included scarzering-in and scartering-out terms as well as in-
elastic scattering by lattice phonons. However, in order to
derive analytical expressions for the magnetoresistance and
Hall coefficient of semiconductors, Harding assumed the
lattice phonon energy to be negligibly small in comparison to
electron energy. This assumption is one of the approxima-
tion methods which leads to what is nowadays known as the
relaxation-time approximation (RTA).

One of the first calculations incorporating Fermi statis-
tics and inelastic phonon scattering as well as realistic elec-
tronic band structure was carried out by Ehrenreich.''!?
These calculations were performed for the zero magnetic-
field limit including all the dominant electron scattering me-
chanisms for InSb at temperatures from 200 to 700 K. Cor-
responding experimental results are, however, unavailable.

Further theory and calculations of the Hall scattering
factor for electrons in fifteen different pure direct-gap polar
semiconductors and semimetals were published by Rode."?
These results showed that calculated values for r, lie
between unity and about 1.3 for wide ranges of temperature
with r, reaching its maximum value at a temperature corre-
sponding to about one-half the Debye temperature of the
longitudinal polar-optical phonon.

Il HALL-EFFECT THEORY

A general equation for the electron probability function
S Which satisfies the classical Boltzmann equation in the
presence of a small electric field F and an orthogonal mag-
netic field B of arbitrary strength can be written as follows
for isotropic media'®:

Srow =Srplk) + xglk) + yhik), {3)

where f;p, is the Fermi-Dirac distribution, x and y are the
direction cosines measured respectively from F to k and
B x F to k and #k is the crystal momentum and k = k.
Solutions for the small (relative to f, ! perturbation dis-
tributions g and A can be written in implicit closed form as
finite-difference equations.'* These solutions are applicable
to any isotropic system of spinless Fermions without energy-
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level quantization.

¢= S8+ Bh)—eF /fndf,p/3k)

S (da}
(1+p8-I8,
h — Bg\ — |eBF /#1idfp / Ok
p = Si Pg leB‘ nfway 4b)
(1+B8-1S,

S, and S, are scartering-in and scattering-out operators
which contain arbitrary numbers of elastic and inelastic elec-
tron scattering mechanisms at thermal equilibrium'?; e.g.,
piezoelectrically coupled phonons, deformation potential
coupled phonons, polar-optical phonons, ionized centers,
ctc. Magnitudes are dencoted by F = |F| and B = |B|. The
quantity B, in a thermally averaged sense, is roughly equal to
the dimensionless product u8 = o, /v, where u is electron
drift mobility, @, is cyclotron resonance frequency, and v is
the average momentum relaxation rate. Precisely, we have

Bik) = evB /#kS,, (5)
v = (\/FNIE 3k \=(fk /md ), (6)

wherevis electron-group velocity, & iselectron kinetic ener-
gy, m is free-electron mass, and d is defined in terms of 3%/
Jk for convenience. The band structure is given by the ener-
gy ¥ versus crystal momentum #k relationship. We are as-
suming an isotropic medium so that #(k) = &(k ).

The small magnetic-field limit corresponds to uB<1
(or, small 8). The classical high-magnetic field limit corre-
sponds to uB> 1 (or, large B). For example, very pure GaAs
at room temperature with 2~0.9 m*/V sec has uB = 0.9 at
B = 10kG.

The perturbation distribution g gives rise to electric
current parallel to electric field F. The perturbation 4 gives
rise to current in a direction perpendicular to F. The geomet-
rical configuration is illustrated in Fig. 1.

The Hall scattering factor for arbitrary magnetic field B
is denoted by r, whereas 7, denotes the B = O limit of 5. In
general, subscript B denotes a quantity measured with finite
magnetic field, and subscript 4 denotes the zero magnetic-
field limit of the quantity.

Now we relate the perturbation distributions g and 4 to
experimental measurements of 7. Denote the Hall voltage
and Hall electric field strength by V', and £E,.

Vy=E,w, M
Veo=R,y8/w, (8)
= Ry BI /d, (9)
=ryBl /end, (10)

where w is the specimen width between Hall voltage mea-
surement points, R, is the Hall coefficient, J is electric-cur-
rent density, / is total electric current, d is specimen thick-
ness, and # is uniform electron concentration.

The Hall mobility is defined as u -

Ha=R,o, (11
o=enyu, (12}

where o is conductivity and u is electron drift mobility mea-
sured with zero magnetic field.

Thus, we have the following results:

ry =pp/p, (13)
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FI1G. 1. Magneug field B 1s
applied normal to a conduct-
ing slab of thickness d. Cur-
rent densits J itransverse 10
B' induces average carner
doft velocnty v, and trans-
vene Hall electne E,. The
otal electnc field is F. The
perturbation distnbutions g
and h give rise to carnier dnift
velocities directed as shown
on the figure for positive
charges.

ry =endVy/BI, (14)
rg =enEgy/BJ, (15)
rg =enEy/envg B, (16}
rg =|Eg/FB)/\vg/F), (17)

where v, is the average electron drift velocity in the presence

of electric field F and transverse magnetic field B. From Eqs.

(4}, (6), and (17), we obtain

rg = — [(41rﬁ/3m) f tk >h /FBd ) dk-{4r) f kf o dk ]
+(4mfi/3m )Z[U (k*g/Fd ) dk ]1

+ U(k’h/rd)dklz}. (18)

~
w
|

= — (3mF /#B) [J’k’h/d)dk-szfm dk]

-:—[U.(k 3g/d)dk]2 + U(k 3hrd)dk “ {19}

For the results given in Sec. V the exact expression ({19) is
solved numerically by iteration as discussed clsewhere.'*'4

There are several features of Eq. (19) worth pointing
out. First, according to Egs. (4), # and g are linearly propor-
tional to F. Hence, r, is independent of F, as can be seen by
inspection of Eq. (18).

Second, the algebraic sign of A given by Eq. (4b) is nega-
tive definite so that r, is positive definite.

Third, nowhere have we assumed particle-like behavior
(i.e., effective mass). Indeed, the band-structure and wave
functions can be arbitrarily complicated provided the elec-
tron dispersion relation is isotropic and there are no elec-
tron-spin interactions. The formulation includes, as a special
case, direct-gap semiconductors such as n-type GaAs, where
the I” conduction-band valley is approximately isotropic and
spin degenerate.'! Specifically excluded are cases where the
band structure is anisotropic in k space, ¢.g.. hexagonal ZnO
or cubic indirect-gap semiconductors such as Si and Ge.

IV. CLASSICAL HIGH MAGNETIC-FIELD LIMIT

From Egs. (4} in the limit of large magnetic field B. B is
arbitrarily large and g vanishes as 1/8 . On the other hand,
the perturbation & decreases as 1/B.

Rode, Woife, an¢ Stiliman
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Bh_ = lim Bh = cF /#iidf 1, /Ok 1/\evB /#k \.
B=

(20)
Bh_ = \mdF /#N3fyp /9K ).

Note that 4 _ is proportional to electric-field strength F.
From Eq. 119\, we have

r

x

lim rg = — ISm/ﬁ;fk “frp dk /f(k ‘Bh _ /Fd) dk,
=
(21)

~
]

== 3fk 2 dk /fk NI o /3K ) dE.

With no loss of generality, Eq. (21) can be integrated by parts
assuming that /5, vanishes for large k.

o= =3[k rp dk /[ frols =3[ Fr ak
22)

r, =1L

Therefore, it is proved that the classical strong magnet-
ic-field limit of the Hall scattering factor is unity for any
isotropic system of spinless Fermions at thermal equilibri-
um.

This conclusion is valid in the face of inelastic scatter-
ing, arbitrary isotropic band structure and wave functions,
and arbitrary statistical degeneracy. Excluded are situations
where electrons are scattered by spin interactions or where
the band structure is anisotropic, i.e., cases where electron
energy (k)= & (k).

V.RESULTS

Hall-effect measurements were reported on a high-pu-
rity n-type GaAs sample labeled “Normal™ by Wolfe er al.'’
Since it was anticipated that the Hall factor would fall to
unity at large values of magnetic field, the results were pre-
sented assuming that r; = 1 at the largest magnetic field
used for the experiments (83 kG). Values for r, at magnetic
fields down to 0.44 kG were determined by assuming that
variations of Hall coefficient with magnetic field are due en-
tirely to the magnetic-field dependence of the Hall factor.

From Eqgs. (4) and (19), it can be determined that r,
approaches unity asymptotically with 1/B 2. The experimen-
tal data'® have been corrected on this basis and are listed in
Table I. Compared to the values given earlier,'* the experi-
mental data listed in Table I have been increased by 0.3 per-
cent, which is within the estimated experimental error in r,
of + 0.005 units. The experimental results and estimated
error are plotted in Fig. 2.

Theoretical values of Hall factor were calculated from
Eq. 119) with material parameters and band structure as giv-
en carlier for GaAs."* Experimental'* donor and acceptor
concentrations (¥, and .V, ) measured from Hall freeze-out
characteristics were included to provide a relatively small
amount of ionized-purity scattering. Errors in .V, and .V,
are estimated to be unimportant because of the relatively
slight dependence of r, on V, and N, under the present
high-purity conditions. Electron scattering takes place pri-
marily by fundamental lattice scattering mechanisms'* in

12 J. Appl Phys., Voi. 54, No. 1, January 1983

the present cases.

Theoretical calculations of r; were carried out with an
estimated error of less than + 0.006. The results and esti-
mated error are listed in Table I and plotted as the solid
curve and vertical error bar in Fig. 2.

Sensitivity of the calculated results to the assumed val-
ues of effective mass at & = 0 was tested at 5 kG. A nine
percent change in effective mass vields a 0.35 percent change
in r5. The assumed value of effective mass (0.066m) is
thought to be accurate to within three percent, and 7, should
be accurate to within about one-tenth percent on this basis.

Agreement between theory and experiment in Fig. 2 is
within calculational and experimental error. The greatest
discrepancies occur at the lowest magnetic fields, where the
ratio of experimental to theoretical Hall factor is 1.0069.

We conclude that, within estimated errors of less than
one percent, the agreement between theory and experiment
verifies the classical theory of the Hall effect.
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APPENDIX |

The result that 7 = 1, even for the classical limit of
B = 0, is at first sight somewhat surprising. Alternatively,
1t might seem obvious that this result obtains. However, the
latter notion is usually supported by an argument which
runs as follows:

TABLE I. Magnetic-field dependence of Hall factor for high-purity a-
GaAs at 295 K.

Magnetic field, Scattering factor, Scattering factor,
B |kilogauss) ry (expenimental) ry (theoretical)
0 1.164 ( + 0.006)
0.44 1.172 ( £ 0.005) . 1.164
1.00 1.170 1.163
2.30 1.158
3.00 1.156 1.157
4.00 1.149
5.00 1.139 1.146*
5.90 1.132
8.00 1.119
9.00 1.111
10.0 1.104 1.1
1.5 1.100
17.5 1.070
200 1.060
235 1.049
350 1.025 1.028
47.0 1.014 1.015
59.0 1.008
70.0 1.007
81.0 1.005 1.006
100.0 1.004

* Increasing effective mass at k = O from 0.066 to 0.072 increases 7, from
1.146 10 1.150.
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HIGH-PURITY n-GaAs, T=295K
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FI1G. 2. Magnetic-field dependence of Hall factor for high-purity n GaAs at
295 K. Donor concentration (N, = 7.76 X 10'* cm ™'} and acceptor con-
centration (N, = 1.86 x 10" cm ™~ *1 are determined from Hall-effect freeze.
out characteristics. Solid points are experimental results. The curve is theo-
retical.

Perceptibly all Fermions condense into a finite set of
Landau levels at large enough values of B.” Furthermore. the
energy spacing from the highest occupied Landau level mea-
sured to the lowest unoccupied Landau level increases with
B and equals eB#i/m* where m* is some effective mass.

Therefore, since eBfi/m* far exceeds the thermal ener-
gy T at sufficiently large values of B, only those Fermions
near the highest occupied Landau levels are free to partici-
pate in electrical conduction. However, these Fermions all
have approximately the sameé energy and thus nearly the
same scattering times. It then follows from Eq. (2) that (%)
approaches (7)° and therefore 7_ = 1, Q.E.D.

The surprising aspect of 7, =1 as given by Eq. 122} is
that no energy-level quantization is taken into account.
Therefore, the above argument based on Landau levels is not
a priori relevant. Indeed, we assumed a smooth thermal dis-
tribution of Fermions (a Fermi-Dirac distribution| and a
smooth density-of-states function [related to d of Eq. (6)].

Consequently, we are compelled to develop the follow-
ing physical argument which does not rely on energy-level
quantization. Note also that Lifshitz er al.'® obtained the
classical 7 _ = 1 limit for isotropic and anisotropic materials
with closed orbits on the Fermi surface by assuming the re-
laxation approximation. The anisotropy factor, an addi-
tional correction to the Hall effect, has been examined exten-
sively by Allgaier."”

At sufficiently large values of B, we note that a charged
excitation will exhibit an average drift velocity v, in the
crossed electric field F and magnetic field B according to the
Lorentzian force equation.’

v, =FxB/B*. (Al)
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This is consistent, 1n the limit B = x. with Egs. (4) and {20)
which show that g vanishes relative to 4, and hence v, . aris-
ing from A, 1s entirely orthogonal to F and B wihich are them-
selves mutually orthogonal. Furthermore. i, decreases as 1/
B in agreement with the 1/ B dependence of 4 in the limit
B = x . Finalls. Eq. 120! can be used to ~how that e, = £/8
in the limut B = «<.

Now consider a Hall measurement with total electrical
current / passing through a sample of thickness 4 and width
w. We have

F/B=u, (A2)
=1 /enduw. (A3)

However, the Hall voltage ¥, developed between points
spaced w apart is )
Ve =RgBI/d (Ad)
=rgBl /end. (AS5)

Noting furthermore that F = Vy/wweobtainrg =r_ =1,
Q.E.D.

Even though the above argument leadstor, = linthe
classical limit B = x, one wonders whether the same
r. = 1 obtains if the density-of-states function d of Eq. (6)
and the scattering rates of Egs. (4] are altered to contain
arbitrary energy-level quantization for only those compon-
ents of k orthogonal to B provided merely that energy & be
isotropic in components of k orthogonal to B. If this is true,
then one could prove that r . = 1 for any isotropic thermal-
equilibrium system of spinless Fermions with inelastic scat-
tering and arbitrary degeneracy in both classical and quan-
Tum limits.
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E.2 Magnetic-field dependence of the Hall factor of gallium arsenide
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Abstract. The magnetic-field dependence of the Hall factor from 0.44
to 83kG for electrons in n-GaAs at room temperature is examined experi-
mentally and theoretically. Lateral uniformity of the moderately pure
n-GaAs sample is determined from photoconductivity and infrared trans-
mission measurements. Theoretical calculations include Kane bands,
admixed wave functions, lattice scattering and Brooks-Herring
scattering. Theoretical and experimental values of Hall factor agree
to within 0.7 percent.

1. Introduction

The Hall effect is widely used to determine the free-carrier concentration
and mobility of doped semiconductors (ASTM 1980). It is common practice
to quote the free-electron concentration n derived from the Hall coeffi-
cient Ry under the assumption that the Hall factor ry equals unity. In
fact,

Ry = rB/en (MKS ] (1)

Subscript B denotes conditions of finite magnetic field B and
unsubscripted symbols denote true values.

Thus, electron concentration derived under the assumption that rg =1
and dencted by np is related to actual electron concentration by the Hall
factor which usually lies between unity and two (Rode 1973),

n = anB ()
In order to determine whether state-of-the art electron transport theory
is adequate for more careful comparisons between theory and experiment, we
compare the magnetic-field dependence of rp measured and calculated for
n-GaAs.

**Research supported by the Office of Naval Research,
Contract No. 00014-80-C-0762.
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2. Experimental

A nominally undoped n-GaAs epitaxial layer 80 microns thick was grown on
semi-insulating Cr-doped GaAs by AsCl3/Ga/H; VPE (Wolfe et al. 1973).
Lateral sample homogeneity was ensured from near-infrared transmission
microscopy and from near-and far-infrared photoconductivity measurements.

Donor and acceptor concentrations Np and Np were determined from Hall
freeze-out measurements and from mobility analyses at 5kG from liquid-
Helium to room temperature after applying Hall-factor corrections.

For n-GaAs, the Hall factor approaches unity asymptotically as 1/82 when
uB is large compared to unity. Therefore, experimental values for r
plotted in Fig. 1 are derived by assuming rg = 1.006 at 83kG and Hall
coefficient varies with B according to Eq. (1) with n constant. The value
of rg at 83kG was determined from asymptotic analysis of experimental Rg
versus 1/B2 for large B values assuming rg = 1 in the large -B limit.

. 14 2 14 3
The sample purity (Np = 7.76x10" /em' and N, = 1.86x10" /cm™) is such that
electron transport at room temperature is determined predominantly by fun-
damental lattice scattering (i.e., mostly polar optical phonons). At
small values of magnetic field B, the Hall factor rg approaches 1.17 in
Fig. 1. Near uB = 1 at B = 11.5kG, the Hall factor falls to about 1.10.

Accuracy of the experiments is estimated to be within 0.005 in units of
rp. Measurements for B less than 25kG were carried out with an iron-core
solenoid magnet. Measurements for B greater than 1l0kG were performed at
the Bitter National Magnet Laboratory.

3. Comparison With Theory

Hall factor was calculated from iterated contraction mapping solutions of
the Boltzmann equation with an estimated accuracy within 0.006 in units of
rp (Rode 1973). The theory includes Kane-type non-parabolic band struc-
ture, admixed wave functions, lattice scattering, and Brooks-Herring
ionized-impurity scattering in the Born approximation.

Calculated results using impurity concentrations determined from Hall
freeze~out measurements are plotted as the solid curve in Fig. 1. Materi-
al parameters are the same as those given by Rode (1975).

It should be noted that the effect of changing electron effective mass
from 0.066m to 0.072m at 5kG is to increase calculated rg from 1.146 to
1.150. Thus, unlike carrier mobility, Hall factor is relatively insensi-
tive to this parameter due to the fact that Hall factor depends
predominantly on the momentum dependence rather than the absolute value
of electron scattering rate.

The comparison between theory and experiment in Fig. 1 agrees to within
0.7 percent (worst case) and to within 0.2 percent (RMS).
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4. Conclusion

While the agreement between theory and experiment shown in Fig. 1 is quite
good, it does not strictly imply that the accuracy of the theory is as
good as a few tenths of a percent of Hall factor in general, i.e., at
other temperatures, or for larger dopant concentrations, etc.

Nevertheless, it is gratifying to see that close agreement obtains when
comparison is made with experiments which are carefully designed for the
purpose of determining the Hall factor.
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HIGH-PURITY n-GaAs, T=295K
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Fig. 1 Magnetic-field dependence of Hall factor for high-purity
b n-GahAs at 295K. Donor concentration (Np = 7.76x1014 cm™3) and
acceptor concentration (N, = 1.86x1014 cm=3) are determined from
Hall-effect freeze-out characteristics. Solid points are
experimental results. The curve is theoretical.
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Static strains in piezoelectric semiconductors give rise to an electric field or potential which can
have an effect on the electrical properties of the material. We have calculated the electric potential
due to the strain field arising from a random distribution of point defects. This potential
contributes a term to the mobility that is proportioned to T'/? and a Hall factor of 1.10. Crude
estimates of strain strengths indicate that this scattering mechanism may contribute significantly
to the mobility of electrically rather pure I1I-V semiconductors below room temperature when
neutral impurity concentrations are greater than 10'® cm 3. The mechanism may also constitute
a dominant one in the mobility of some I11-V alloys at fairly low temperatures. The existence of
strain induced electric potentials also provides at least a possible mechanism whereby different
donors can have different line shapes as measured in photoconductivity experiments.

PACS numbers: 61.70.Wp,72.20.Fr,72.80.Ey

I. INTRODUCTION

Itis well known that static strains in piezoelectric mate-
rials give rise to an electric field or an electric potential. Thus
in piezoelectric semiconductors, such as III-V compounds,
static strains can have an effect on the electrical properties of
the matenals. In this paper we investigate some of these elec-
trical effects that are due to a distribution of strains generat-
ed by a random distribution of point defects.

More particularly, we calculate the mobility due to a
concentration of charge neutral defects that each produce a
given strain field. The electric potential due to a strain pro-
ducing point defect in a piezoelectric crystal is quite similar
to the potential due to a point dipole and both will produce a
mobility that is proportional to 7'/? in the effective mass
approximation. Except for scattering by ionized impurities,
this is the only mechanism that produces a mobility that
decreases as the temperature decreases. Crude estimates of
the strain field associated with a single defect are estimated
from linewidth measurements on a Si sample with a known
concentration of specific impurities. These estimates indi-
cate that the piezoelectric static strain scattering mechanism
may contribute significantly to the mobility of electrically
rather pure semiconductors below room temperature when
neutral impurity concentrations are greater than 10'® cm —>.
Further, it could be a dominant mechanism in determining
the mobility of I1I-V semiconducting ailoys in some regimes.
Other electrical effects, such as donor line shapes as mea-
sured in photoconductivity experiments, are also qualita-
tively discussed.

In the rest of this section we shall obtain the lattice
displacement and strain for a model point defect. Section 11
contains the details of our calculations for the potential due
to such a defect, the mobility due to a random concentration
of such defects, and the distribution of strains due to these
defects. Our results, their implications, and a limited com-
parison with experiments are contained in Sec. I11.

According to elastic continuum theory' a defect will
produce a lattice displacement proportional to »~° and a
strain field proportional to 7~ at distances 7 that are large
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compared to the size of the defect. In this paper we shall
make use of a “model defect” defined so that uir), the dis-
placement of a material point at r due to a defect at the
origin, is given by the equation

u{r) = b3e/P, (1)
where b has the units of length. This gives rise toa strain field
uy(r) = 4{(u, /3r,) + (Ou,; /3r,)} = (P8, — 3r,r)b>/P.  (2)

Several cautionary and explanatory remarks are appro-

priate at this point. The model defect described by Eq.{1}isa -

fairly common model® because it is rather easy to manipulate
analytically and it does, of course, possess the correct long
range behavior which determines the dominant features of
our results. However, Eq. (1) is not to be taken very seriously
at distances within a few atomic spacings of the defect. In
fact the displacement near the defect is a very difficult prob-
lem that is largely irrevelant to the present problem because
the behavior of u,, distances of a few atomic spacings will not
contribute to any expressions in this paper. Further, al-
though Eq. (1) implies a dilatation of volume change of order
b3, this isincidental to this paper. The piezoelectric coupling
in III-V semiconductors occurs only through the shear
strain components u,(i 7/} which describes a trigonal shape
change of a material element and not a volume change. An
appreciable shear strain in a crystal may or may not be ac-
companied by any volume change. Thus, while one expects b
to be related to the dimensions of a defect, it cannot be relat-
ed to a volume change or a nearest-neighbor displacement.
In this paper b will be estimated by examining experimental
determinations of strain fields in samples with known defect
concentrations. We also note that Eq. {1) describes a spheri-
cally symmetric displacement. This is almost surely not the
case in any real matenial. Even in an isotropic continuum no
finite number of force pairs will produce a spherically sym-
metric displacement and the situation is worse in a noniso-
tropic material. In general

“q‘r, = ;j‘n ’/Pl (3)

where /, ({2 ) is a very complicated function of angles. Thus,
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any detailed angular dependence predicted by our model
strain cannot be viewed as reliable.

il. CALCULATION

In this section we derive expressions for the quantities
used in the rest of this paper. First we obtain an expression
for the electric potential @ due to the model defect described
by Eq. (1). We use the notation and basic equations from Ref.
3 which includes cgs units and the summation convention
for repeated indices. In the presence of a strain field (and to
first order in the strains) the equation® connecting the elec-
tric and displacement fields is

D, = €L, — dmey up, 4
where we assume an isotropic dielectric constant ¢,. For the
cubic sphalerite structure the only nonzero element of the
piezoelectric coupling constant e, is e,, if i, j, and k are all
distinct and is zero otherwise. The quantity e,, has the units
of charge/length.? The equations V-D=0and E= —- V@
together with Eq. (4) yield

VP (r) = ~ 4mpfr), (5
where p is an effective charge density, ’

plr) = (3/0x; e uju (F)/€o). (6)
Using Eq. (2) for our model defect yields

pIr) = (90b e, /€o)xyz/r"), (7

where spatial directions refer to the crystalline axes.

Equations (5) and (7) can be solved in a variety of differ-
ent ways and we have found Fourier transforming the equa-
tions to be most convenient. Thus all functions f{r) have a
Fourier transform

k)= f drf (e,

d’k
= { 2 = k ri-r, 8
S = | G e (8)
and Eq. (5) can be written as
k3P (k) = 4np(k). (5

The Fourier transform of p(r) from Eq. (7) is obtained by first
writing
pik) = (90b *e, ./ €o)id/ Ik, \id/ Ik, \(id/
ok, )Jd Sre =%t (1), (7a)
0

where the subscript 0 on the integral means that the radial
part of the integral is restricted to values of r>r, where r, is
arbitrarily small. After performing the angular part of the r
integration in Eq. (7a) one obtains

plk) = (360mb e, ./€0llid /9K, iid /Iky Vid /
dk; J " dr sin kr/*. (7b)

By first performing the r integration, then taking the deriva-
tives, and finally letting 7,—0 one obtains
plk) = (24mie b /e Mk, k k, 7k ). (7¢)

Thus, even though xyz/r’ becomes infinite near the origin,
its angular dependence is fast enough so that the Fourier
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integral exists. By use of the cutoff r,, which is set equal to
zero at the end, all of the integrals can be performed rigor-
ously. Similarly one obtains

& ik) = 196:1e, b ek kK 7k,
Diry = 1367b Te e Xz, 19)

The effects of Debye screening can also easily be inciuded
and the resuits are

@ (k) = (967 ie, b /el k. k k,/[kPk? + kD)])
D (r) = ( ~ 247re,,b°/€,)(0 /Ix)(3 /dy)d /dz)(rd)
X [(1 —exp{ —r/rp))], (9s)

where rp, is the Debye screening length and k, = 1/r,.
Thus, @ (r} is proportional to 7~ 2 if 7¢r,, and proportional to
clifryrp.

Given the electrical potential, the calculation for the
elastic scattering relaxation rate and thus the mobility is per-
fectly straightforward, at least in the Born approximation.
The calculation is virtually identical to the one described by
Rode* for ionized impurities except that the Coulomb poten-
tial is replaced by the piezoelectric strain field potential and
only one point needs further clarification. Where the |® (k)|?
enters the calculation we replace it by its angular average
analogue |® (k)|? where

[P &) = (|@(K)|?) = 3X2'97*/35)e, b */€o) 7k 2

(10)
for the unscreened version. This simplifying approximation
is well within the spirit of neglecting any detailed angular
dependence discussed in Sec. I. The relaxation rate in the
effective mass approximation is

v = (3X2°X 7 /5X T)ee b > e mPn/#k, (1)

where n is the density of model defects and e is the magnitude
of the electronic charge. If this is the only scattering mecha-
nism under consideration then the mobility is easily calculat-
ed to be
u=(5X7/2°X 1 X 3 e firemse, b > le/n)\2m*kT /m)' 3,
(12)

and the Hall factor 7y is

ry =T (1/2)[(5/2/T %3)=1.10. (13)
Equations (11} through (13) were obtained by ignoring
screening. The effects of screening can easily be added, if
necessary, by starting with Eq. (9s} for @ (k} instead of Eq. (9).

In order to make contact with other effects from the
strains we consider the distribution of strains due to a ran-
dom distribution of model defects. In the limit where the
number of defects is a small fraction of the number of lattice
sites the calcuiation is straightforward.’ If p(£ }d¢ is the prob-
ability that the strain at a given pointisbetweengand & + d¢
then

P = /M +53)7"

&o=14n/3nb3, for £ =u,,

o= 87 /NInb?, for £=u,,. (14)

Finally we note that if there are concentrations #, of several
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impurities with associated values of 4, then
Sa~Nnbl

v~ =N bt (154
1

These equations can also include the effects of more ex-
tended defects such as complexes or dislocation loops in
which b ? is roughly proportional to the volume of the loop.
At distances far from the defect the same r dependence will
obtain' and thusthek dependenceof vand the T dependence
of # will remain the same. .

iil. RESULTS

Onme major result of Sec. II is that the strains generated
by point defects in a piezoelectric semiconductor produce a
mobility that is proportional to 7'/ and a Hall factor of
ry = 1.10. These are the same as would have been produced
by a distribution of point dipoles. Except for scattering by
ionized impurities, these are the only mechanisms that we
know of that decrease the mobility as the temperature de-
creases.

The obvious question is whether the strength of the stat-
ic strain piezoelectric scattering mechanism is large enough
to cause a measurable effect in mobilities. Concentrations of
neutral defects of order 10'® cm ™3 are common in almost all
materials. Further EPR, infrared, and optical measurements
on defects in many materials yield splittings or inhomogen-
eous line broadening of about 1 cm™"'. Since splittings are
typically of order 10* cm ™' per unit strain, this implies typi-
cal random strains of order 10~*. Measurements of neutrai
tmpurity concentrations in well characterized III-V semi-
conductors are rare. There are, however, reports that con-
centrations of order 10'® cm~? are quite common even in
electrically rather pure GaAs.® However, we know of no
quantitative analysis of strains in any [1I-V semiconductors.
There is one quantitative determination of the strains due to
oxygen impurities in Czochralski grown silicon that was ob-
tained by their effect on the resonance lineshape of deep In
acceptors. Mozurkewich,” using a backward wave phonon
spectroscopy technique, measured linewidths correspond-
ing to strains of about 0.5 X 10~* in a sample with an oxygen
content of 0.5 X 10'® cm 3. Using Eq. (14) this implies a val-
ueof 53~0.3x10" 2 cm~2,

From these numbers we estimate that n = 10'* cm™—?
and b * = 0.3 10 cm ™2 are at least not unreasonable. For
GaAs with ¢, =125 e,=47%10* esu/cm®, and
m*=0.0665 m, this yields a mobility of 1.5 10° cm*/V sec
at a temperature T = 20 ‘K. This is lower than the mobility

of good samples whose mobilities are published. However,

our numerical estimates for 5> are uncertain to at least an
order of magnitude which will lead to a change in the mobil-
ity of a factor of one hundred. We feel that our estimates are
certainly no better than that but that they do show that the
mechanism is worth considering.

We have included the possibility of static strain piezoe-
lectric scattering in analyzing the mobility of one well stud-
ied very good sample of GaAs. Using reasonable parameters

the fit could be made slightly better than without the mecha-
nism. However, the fit could also be improved by changing
the number of donors and acceptors by about 102 and thus
we regard this attempt as inconclusive. Unfortunately, there
is probably a tendency for data on well charactenzed sam-
ples with only the highest mobilities to reach the literature
and these samples are the worst candidates for the effect.

One might expect strain effects to be more important in
III-V semiconducting alloys than in the pure materials. Our
analysis, of course, is valid only for rather dilute alloys al-
though we expect the qualitative features to be present at all
concentrations. We would also expect much smaller values
for b * in alloys than for many impurities in purer substances.
There have been a number of mobility measurements on
Ga,_, Al, As at temperatures low enough so that static strain
piezoelectric scattering might be detectable.*'® That is, at
low enough temperatures the various lattice scattering me-
chanisms* should have become quite ineffective leaving only
scattering by charged impurities, alloy scattering, and possi-
bly static strain piezoelectric scattering. One expectsa 77— '/2
temperature dependence in the mobility for what is usually
called alloy scattering. Although the T ~'/? really obtains
from a weak scattering limit, it is difficult to see how scatter-
ing from short range fluctuations due to alloying could lead
to a mobility that decreases as the temperature does. That is,
as the temperature is decreased the conduction electrons
average momentum is lowered and these electrons are less
affected by spatially small potential variations. At still lower
temperatures, of course, other impurity mechanisms will
come into play and the mobility will cease to increase as the
temperature is lowered.

GaAs and AlAs have almost identical lattice param-
eters and thus one might expect rather small effects for Ga,_
x Alx As. However, most mobility measurements do exhibit
a low temperature regime where the mobility decreases with
decreasing temperature and with increasing alloy concentra-
tion x. This is usually interpreted as an increasing number of
donors and acceptors as x increases even though » (the num-
ber of conduction electron at 77 °K or at room temperature}
is not correlated with the composition. We suggest that at
least part of the decrease in mobility with decreasing tem-
perature and increasing x may be due to static strain piezoe-
lectric scattering. In oder to conclusively verify this indepen-
dent determinations of N, and N, would have to be made.

We have crudely analyzed some of the mobility data of
Chandra and Eastman'® in order to see if static strain piezoe-
lectric scattering could be a dominant mechanism. The anal-
ysis was limited to temperature between 25 'K and 45 °K so
that lattice scattering mechanisms could be safely ignored.
Assuming that inverse mobilities add and that the number of
charged impurities was largely independent of x, one can
obtain concentration or x dependent mobilities by subtract-
ing inverse mobilities of different samples. This was done
with the higher concentration sample pairs (F14,F16),
{F14,F18),(F16,F18),and (F15,F19). The results yielded mo-
bilities that varied by less than 5% over the temperature
range. Eithera T '/2or T ~'/* temperature dependence would
have given a mobility that varied by more than 30% over this
range although the right combination of T'/? and T —'/?
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would be consistent with our analysis. Further, all pairs gave
au~ ! that was roughly proportional 10 x with a value of b °
about one hundred times smaller than discussed earlier. We
regard this analysis as suggestive but certainly not conclu-
sive.

Finally we wish to make a few qualitative comments on
the effect of strain produced electrostatic potentials on the
donor line shapes measured in photoconductivity experi-
ments. First we note that the 15-2p line shapes measured in
alloys are much broader and more symmetric than in pure
compounds. The typical narrow asymmetric line obtains be-
cause the electric field from impurities separated by dis-
tances much greater than a Bohr radius contribute only to
second order in the 15~2p energy difference. This will not be
true for the electric potential due to strain centers that are
separated by distances small compared to the Bohr radius.
Secondly we note that different donors are characterized by
different linewidths (or even line shapes) in pure ITI-V semi-
conductors. A possible explanation of this is a strain generat-
ed potential from the donor defect itself contributes to the
line shape. These ideas are presently being pursued quantita-
tively.
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Suitability of the Born approximation and the Boltzmann equation is demonstrated for the
scattering of free-carrier electrons by random-alloy atomic potentials in semiconductor alloys.
Composition dependences of alloy-scattering potential strengths are hypothesized and electron
scattering rates are derived. “Order parameters” are derived from scattering theory and
compared to those derived previously from statistical and thermodynamic arguments by Warren
and Cowley. The treatment is generalized to include ternary, quaternary, and lattice-matched
alloys which, in general, show more complicated order-parameter dependencies than the
previously known x(1 — x) dependence for ternary zincblende alloys. Electron-momentum
relaxation-rate expressions are given, including nonparabolic Kane bands and admixed wave
functions appropriate to small energy-gap semiconductors. Electron drift mobility, as determined
by alloy scattering, is derived in the effective-mass limit which shows that any short-range alloy
potential yields the experimentally observed 1/ym*>T dependence reported in the literature. An
effective-charge model for alloy scattering is compared to experiments on Al Ga, _ As. The
magnitude of the effective charge on isolated Al atoms in GaAs is found to be 0.145 electron

charges.

PACS numbers: 72.10.Bg, 72.15.Qm, 72.20.Dp, 72.20.Jv

i. INTRODUCTION

As interest has grown in the use of semiconductor al-
loys for high-sneed electronics and optoelectronics technoi-
ogies, there is increasing need to better understand free-car-
rier electron scattering due to the random alloy potentials of
the crystalline lattice. This is particularly true for the partial-
ly ionic imostly covalent) zincblende semiconductor alloys
such as Al,Ga, _, As and In, _ ,Ga, As (ternanies), as well
asforln, ., Ga,As,P, _,andIn, _,_,Ga, Al As(Refs. I-
$S) (quaternaries.

At first glance, it might seem doubtful that the Born
approximation for electron scattering and the Boltzmann
equation for electron transport can be accurately applied to
the “alloy scattering™ probiem since free-carrier electron
wave packets extend over a large number of lattice sites while
alloy-scattering potentials must fluctuate over distances
comparable to interatomic spacings. Applicability of the
Born approximation relies on binary scattering processes
and applicability of the Boltzmann equation requires quasi-
particle carrier dynamics.®

However, the mere fact that an electron wave packet
extends over many alloy sites does not necessarily imply that
multiple scattering (as opposed to binary scattering) must be
taken into account. To ensure binary scattering events, it is
sufficient to require that the potential strength for each alloy
site be weak enough to yield a relatively small probability of
multiple scattering in comparison to the probability of bina-
ry scattering within a typical scattering interaction volume.
We denote this condition by the term weak scattering.”

A convenient criterion to ensure weak scattering is to
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require the average electron deflection time (¢, ) within a par-
ticular atomic alloy scattering potential to be small in com-
parison to the average time interval (z,) berween electron al-
loy scattering events.

1,4, il

The time interval ¢, is on the order of the mean time
between scattering events and can be estimated in the effec-
tive-mass approximation.

t, =u,m*/e, 121

where u, is the partial electron drift mobility due to alloy
scattering alone, m* is the electron effective mass. and e is
the electron charge.

The deftection time ¢, is not precisely defined, in gen-
eral, but we can estimate its approximate value within the
quasi-particle viewpoint as equal to the distance the electron
travels during the scattering interaction divided by the aver-
age quasi-particie velocity. The velocity is approximately
fik, ,/m* where #ik,, . is the average electron crystal mo-
mentum.

The appropriate value to use for the scattering interac-
tion distance is likewise not well known, but we can estimate
that it is on the order of twice 1/24,,, by analogy with the
length-scale 1/2k which appears in the scattering formula
for screened-Coulomb potentials. [See Eq. (90) of Ref. 6.)
This estimate is not felt to limit the present treatment to any
particular class of short-range alloy potential forms, such as
screened Coulomb, but it is intended as an est.mate to the
otherwise unknown length scale.

From Eq. (11 and the above estimates, we obtain a crite-

“rion for weak scattenng wherein the Born approuimation
and the Boltzmann equation are expectzd to be valid.

IX(1/2k, VK, o /m® €u, m* /e, 13
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Alternatively. Eq. {3) can be usefully expressed in terms
of the partial electron dnift mobility for alloy scattening since
this quantity is known approximately for several semicon-
ductor alloys.

i >e/Rk

>

4

For nondegenerate semiconductors with constant mean-
free-path scattering (which is known to be approximately
true for alloy scattering), the drift-mobility average of fik is
fik,,, = v9rm*xT /8 where x is Boltzmann's constant, Tis
absolute temperature, and we have used the effective-mass
approximation. [See Eq. (46) of Ref. 6.] Thus, Eq. (4) can be
written in terms of known semiconductor material param-
eters.

ang

1, >8efi/9rm*xT, weak scattering. (5)

For example, Eq. {(5) applied to room-temperature
Al Ga, _,Aswithm®* = 0.082 m yieldsu, > 154 cm®/V sec.

Sincep, is typically greater than several thousand cm?®/
V sec for zincblende semiconductor alloys,'™ Eg. (5) is
usually satisfied, and the Born approximation and Boltz-
mann equation are applicable. Furthermore, the alloy-scat-
tering partial mobility 4, is known to depend on tempera-
ture as T ~'2 Thus, Eq. (15) is satisfied for many
temperatures of interest.

Having established the applicability of the Born ap-
proximation and Boltzmann equation, we treat alloy-scat-
tering potential strengths and derive “order parameters”
from scattering theory in Sec. II.

Il. ALLOY SCATTERING

The treatment of ternary alloy scattering by Harrison
and Hauser® introduces the alloy composition dependence
x{1 — x) as an “order parameter™ derived by statistical and
thermodynamic arguments by Warren and Cowley.’ In this
section, we derive composition dependences from scattering
theory and show how the simple x(1 — x| dependence results
under certain assumptions. In general, the composition de-
pendence is more complicated than x{! — x).

Within the Born approximation, the electron differen-
tial scattering rate® {per unit of time per unit of k-space vol-
ume) is proportional to the absolute square of the matrix
element of the alloy scattering potential 4,. Since &, arises
from short-range atomic disorder, the range of the potential
&, is small (less than a couple of Angstroms) compared to the
size of an electron wavepacket (several tens of Angstroms).
The electron wave function is unable to probe the detailed
structure of 4, in this low-energy limit, and therefore the
differential scattering rate is proportional to the square of a
volume integral of the atomic scattering potential [see Eq.
{19) below]. :

This volume integral is linearly proportional to the po-
tential strength V,. Furthermore, the local atomic scattering
potential 4, is linearly proportional to the potential strength
V, which we formulate bejow.

A. Quaternary alloy, A, _,5,C,0, _,

Consider the quaternary  zincblende  alloy
A,_.B,C,D _, leg,In,_,Ga,As,P, _ ) where4 and B
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atoms reside on one fcc sublattice, and C and D atoms reside
on the other. Substitution of B atoms in the ternary
BC.D, _ . does not provide alloy scattering. On the other
hand. substitution of an isolated B atom in the ternary
AC, D, _, is expected to yield the maximum potential
strength for alloy scattering by a B atom. Consequently, the
allov-scattering potential strength !, is expected to increase
monotonically with the second-nearesi-neighbor alloy com-
position {1 — x).

Now consider the variation of ¥, with the neares:.
neighbor alloy compositions y and (1 — y). B atoms in the
ternary alloy 4, _ B, C will have a potential strength for
alloy scattering which we label V(4 BC). Similarly, B atoms
in the ternary alloy 4, _ B, D will have potential strength
V3(ABD). In general, V,(4BC) and V,y(4BD) will differ
from one another in magnitude and in sign.

In the present paper, we assume that ¥V varies linearly
with both nearest-neighbor alloy compositions y and (I — y)
and with second-nearest-neighbor alloy compositions x and
{1 =xh

Vg =yVgldBC) + (1 —y) V3id8D |
=1 = x) V5lAC) + (1 =y}l = x) ¥,i4D), 16a)

where V3(AC ) and V;(AD)are the alloy-scattering potential
strengths of isolated B atoms in the endpoint binary com-
pounds AC and 4D, respectively.

The assumed linear variations of potential strengths are
expected to be reasonable approximations provided the alloy
is homogeneous (no correlation between atomic spatial com-
positions)* and provided there exist only small differences
between 4 and B, or C and D atoms in terms of size. electraon-
egativity, and valence electron concentration (i.e., Hume-
Rothery Rule'?).

Similarly, we derive the alloy-scattering potential
strengths for 4, C, and D atoms.

V,=yxV,BC)=+{l —y)xV,BD), {6b)
Ve =x(l =y} Ve(BD) + (1 — x)(1 = y) Vc(AD), (6c)
Vo =xpV,(BC)+ (1 = x) p¥pidC). 16d)

In the Born approximation, the electron momentum
relaxation rate v, is proportional to a k-space integral over
the absolute square of the matrix element of the scattening
potential.® Hence, v, is proportional to the potential
strength squared. Furthermore, the matrix-element sum
over all lattice positions 4, for example, is uncorrelated with
the sum over all lattice positions B, C, and D for homogen-
eous alloys (see Sec. I1I). Thus, the electron momentum re-
laxation rate due to A atoms is proportional to (1 — x) V%,
where (1 — x)is the relative concentration of 4 atoms, and so
on for B, C, and D atoms. Thus, from Egs. (6},

vo=(l=x)Vi+xVy+yVt+(1=pVp
=(1 = x)x*[ yV,(BC) + {1 =y} V. (BD)]?
+(1 = xi? x[ pV4lAC) + (1 = p} Vy(dD))?
+{V=pPy[xV(8D) + (1 = x) VeidD )}
« (1 =y [xVp(BC) + (1 = x) VplAC1) (T
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Equation (7} shows that in the case of potential strengths
which are linearly dependent upon alloy compositions, there
are eight unknown endpoint strengths ¥,( jk ) in addition to
linear, square, and cubic dependencies of scattering rate on
alloy compositions x and y.

It seems unlikely that experiments will soon be avail-
able to determine all eight of the endpoint-binary strength
parameters of Eq. (7) for a particular quaternary semicon-
ductor alloy. In addition, several semiconductor alloys of
interest rely on use of atomic species which are not too dissi-
milar from one another, as evidenced by nearly linear varia-
tions of measured material parameters with alloy composi-
tion."!

Therefore, we assume that the potential difference
(which gives rise to the alloy-scattering potential strength
V,) between an 4 atom and the binary compound BC is
equal in magnitude and opposite in sign to that for a B atom
in the binary compound AC.

VBC)= = V4(AC). (8a)
Similarly, we assume

V.BD)= — slAD), (8b)

VelBD)= = V¥, (BC), (8¢c)

VclAD)= — V,(4C), (8d)

Thus, the cight strength parameters of Eq. (7} are re-
duced to four and Eq. (7) can be simplified as follows:

v,

"= [JVLBC) + (1 = y) V(BDIJF(1 = x) 2% + (1 — x’x]
+ [xVplBC) + (1 —x) Vol AC) (1 =y + (1 = 1 y°)
=x(1 —x) | V,|BD)+y[V,(BC) - V,BD)}}

+M1 =) [VpAC) +x[Vp(BC) = VplAC)]}, (9)

The relaxation rate of Eq. (9) exhibits the well-known
dependences on x{! — x) and y{! — y).* However, the first
term containing x(1 — x} is modified by a term linear and
Quadratic in y, and similarly for the second term.

Thus. within the assumption of Egs. (8) with linearly
dependent scattering-potential strengths the scattering rate
varies linearly and quadratically with alloy composition .,
provided y is held constant, but the dependence on x is differ-
ent from the usual x(1 — x) behavior due to cross terms such
as xy, xy° yx*, and x°y*. [Note that the same result obtains if
plus signs are substituted for minus signs in Eq. (8).]

Since the scattering rate of Eq. (9) for a ternary alloy ( y
equals zero or unity) is proportional to x(1 — x), one might be
tempted to describe the scattering rate for a quaternary alloy
as proportional to the sum of two terms: one term propor-
tional to x{l — x) and one term proportional to y{1 — y).
Equation (9) demonstrates that this formulation might be
accurate in the unlikely event that scattering-potential
strengths are independent of nearest-neighbor compositions,
i.e.. ¥ (BC)=V,BD)and ¥V, BC) = V,{AC).

8. Ternary alloy, A, . 8.C

Setting ¥ = | in the above formulation. the assumed lin-
ear dependences of potential strengths }”, and ¥’ on second-
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nearest-neighbor compositions give the following relaxation
rate from Eq. (7).

v, =l —x)x* [V (BCI]? + (1 —xi x[VpdACI] .
(10y

Thus, v, varies linearly, quadratically, and cubically with
alloy parameter x. However, the coefficients of these terms
are interrelated since there are only two endpoint binary-
compound parameters, V,(BC) and V,4(4C).

As discussed in Sec. II A, if 4 and B atoms are not 100
dissimilar, we expect Eq. (8al to apply. In this case, we obtain
the well-known x{1 — x) behavior.

v, =x(1 —x} V,(BC). (11}

Equation (11) exhibits precisely the x(1 — x) “*order param-
eter” dependence discussed previously® and which was de-
rived from statistical and thermodynamical arguments,” as
opposed to the scattering-theory approach adopted here.
Nevertheless, it is worth repeating that the simpie result, Eq.
(11) for ternary alloys, obtains from assuming both (a) linear
variation of scattering-potential strength with x, and (bj the
approximation wherein V,(BC) = ~ V,(4C). [Note that
identical results are obtained for V,(BC) = + V,y(4C)].

C. Lattice-matched quaternary alloy, y = fx)

In some cases, there is a need to “lattice match” the
quaternary alloy such that the lattice parameter of a quater-
nary-alloy epitaxial layer is held constant and matched to
that of a binary compound substrate.

For In, _,Ga As,P, _, on InP, lattice matching dic-
:ates that™'' x=0.47y while y varies from zero to unity.
“rom Eq. (9), we see that the scattering rate in this case is

pendent upon powers of x from unity through four. Thus,

ats of scattering strength versus x should exhibit a fourth-
‘rder polynomial dependence on x. The corresponding four
oolynomial coefficients are uniquely specified by the four
potential strengths appearing in Eq. (9).

The results of this section are derived more generally in
Appendix A.

. MATRIX ELEMENTS AND SCATTERING RATE

For the quaternary alloy 4, _,B,C,D, _,, the local
atomic potential at position r in the neighborhood of (and
due to) an 4 atom, which gives rise to alloy scattening, is
denoted by &,(r) and similarly for 8, C, and D atoms. The
potential v(r) at position r equals thesum overall 4, 8, C, and
D atoms.

uri=3 [,(r =R+ dy(r—R)
R

+dcir— R +4d,(r - R, (121

where R is the set of all lattice sites in the crystal of volume "
We assume that the local potentials 8, 85, 8. and &, are
isotropic and randomly situated so that virt = virl, &,
=d,in, etc.

The differential scartering rate between state k3 and
K'G’. where 3 and 3 are spin indices. is proportional to the
absoiute square of the matnix element of v;71."

sk’ Kl =27/ A(KSE" —erkd) D SE~EN (13
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where p, is the k-space density-of-states function and the
delta function of the difference between ininal and final state
Kinetic energies £ and £’ describes elastic scattering.

Summing over spin indices and evaluating the matrix
clement for normal scattering, we obtain the following re-
sult.

-

(Kivk) = (B“/V)J ur) explitk — K] dr,  (14)

where i B, . i* = G ik'.k}isthe overlap integral for admixed s
and p wave functions® and V'is the volume of the crystal. We
combine Egs. {12) and {14) and denote the summand of Eq.
(12) by é{r) wherer' =r - R.

(k'lo|k) = (B, /V) Z J- & (r — R)exp(ilk - k')-t] dr
R

= B./¥) 3 explilk = KIR] [ 417
R

xexp[ik — k')-r'] dr'. (15)

The integrand in Eq. (15) is vanishingly small for '
much greater than an interatomic spacing since the local
atomic potential is assumed to be short ranged. On the other
hand, the average change in momentum measured by
|k — k’| is small compared to the large values of 1/7 for
which & (#) is significantly different from zero for a particular
scattering site. Thus, the exponential term in the integrand is
approximately unity.

k'ivik) = (B, ./V) ; explik — k')-R] fd (rydre’. (16

Thus, the local atomic scattering potential appears only as a
local volume integral which removes effects of the detailed
structure of the local potential. The volume integral of ¢ (r)
for a given atom is proportional to the potential strength dis-
cussed in Sec. II. .

Substituting Eq. (16) into Eq. {13} entails multiplying
the sum over R by its complex conjugate, which converts the
summand to unity at the various 4, B, C, D atomic sites.
Thus, the absolute square of the matrix element yields a
count over the total number of 4-atom sites .V, multiplied by
|54, (r) dr}?, plus like terms for B, C, and D atoms.

fé‘(” dr

X l J‘é,(r) dr jdc(r) dr

f“”“n' (1

Equation (17) can be written in terms of volume concen-
trations n, = N,/V,ny = Ny/V, etc.

J.é,(r)dr'z

2
J'é.lrldr‘ +nc J.éc(r)dr

2
]. {18)
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2
NWMkW=umn0VﬂM. +N,

2 2
+ Nc

+Np

lwwmvﬂw“me,

2
+ny

+n, fé,,m dr

The density-of-states function p, = }"/87" since a sum
over spin has already been taken into account. Thus, the
differential scattering rate for alley scattering s as follows;

sk k=[G K KiSIE — E'v4m4)

x [n, ! J'd‘mdri +ny,, J éa"'dri-

+ e

P2 12
_[éC(r)drl +np { J-abpmdr{ ]
{19)

The momentum relaxation rate for elastic scattering is
6
v,

v, =J(1 —X)s, kK dK, (20)

where X is the cosine of the angle between k' and k. Thus.
evaluating the overlap integral G k'.k) for nonparabolic
Kane bands with zero spin-orbit splitting and admixed wave
functions with {1 — ¢°) proportion s character and ¢* propor-
tion p character,® we obtain the momentum relaxation rate

for alloy scattering v,.
2 |2
f@(ndr +n,} fé,(r)dri

J‘dp(” dr
(21

where 1/d = (m/#k | JE /3k and m is free-electron mass in
vacuum. Equation (21} is a general result applicable to static
short-range potentials.

Two interesting features of Eq. (21) become readily ap-
parent in the limit of parabolic bands where md = m* and
¢ = 0. In this case, the relaxation rate is proportional to m*&
and the corresponding partial electron drift mobility is

J‘é,(rldr‘:

v, = e‘mdk /317‘53)-[”4

2 2
+np ]-(3 — 8¢ + 6¢%,

f dc(r)dr

+nc

B, = 4R/ 3e) T/ Im>cT /[n,

fé,(r) dr féctr) dr|
f bpir dr ] (22

Therefore, any sufficiently short-ranged scattering po-

tential leads to partial mobility decreasing as 1/, m*7T . The
T ~'"2 mobility dependence is well known,* and the m*~3'*
dependence is consistent with experiments on InGaAsP re-
ported by Hayes et al.’ Nevertheless, as Eq. (22! shows, elec-
tron transport experiments are incapable of revealing the
actual local r-dependent structure of the alloy scattering po-
tentials ¢, , etc.

We now consider two scattering-potential models for
alloy scattering.

2
+ng + ne

+n,

A. Square-well alloy-scattering potentiais

Following Harrison and Hauser,* assume &,irj is an
isotropic square-well (or square-barrier! potential of ampli-
tude 4£ and radius r,. We evaluate the potential strength
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appearing as the square of the volume integral in Eq. (18).

l fé JAndr
= 167 I3E r8/9. (23)
Equation {23) is identical to the result derived by Harrison
and Hauser® and, of course, the corresponding partial elec-
tron drift mobility varies as 1/Vm* T for parabolic bands.

The quantity )[4 E ) is linearly proportional to the potential
strengths V,, etc., discussed in Sec. 1.

= !417 J"IAE-r: drll:
0

B. Effective-charge screened Coulomb potentials

The difficulty with the square-well model of Sec. III A
is the conceptual problem of estimating what to use for the
square-well amplitude and radius.’

While it hardly remedies the above difficulty, it is
worthwhile noting that alloy scattering can be modeled in
the following effective-charge model with local atomic po-
tentials @,(r), etc., which are Coulomb potentials screened
by high-concentration valence bond electrons.

b, =leZ,/dmerie 7. (24)
The dimensionless effective charge is eZ, , ¢ is the free-space
permittivity, and 1/8 is the screening length. The quantity
Z, is expected to be less than unity. In the effective-charge
model, the potential strengths discussed in Sec. II are pro-
portional to the specific effective charges Z,, Z,, etc.

The volume integral of the potential 4, appearing in
Eq. (18) is as follows:

‘J‘dﬂ(r)dr ’

2

'(eZ,, /41re$‘(. (exp( — Bri/r] dr

2

(eZ,/¢€) f r-exp( - Br)dr

=(eZ,/eB%). {25)

The differential scattering rate follows from Eq. (19).
s, (k" k) = [¢*G (k' k) 8(E — E'V/4meAB*)

XN Zy +ngZ% +ncZt +npZi). (26)
The electron momentum relaxation rate follows from Eq.
{21)
v, (k' k) = [e*‘mdk /3re B ")

XN, Z% +ngZ% +ncZ% +npZ%)

X (3 — 8¢ + 6¢%). 27

The partial drift mobility for Eq. (27) cannot be evaluat-
ed analytically. in general, because of the & dependence of 4
and ¢ for nonparabolic bands.” However. in the parabolic-
band limit where md = m* and ¢ = 0, Eq. {27) yields the
partial electron drift mobility for alloy scattering i1,

—_—

(b H'B/3e") ym/Im®nT

= : - - — 128
2% +ngZy =neZi +nppl

1

. . . s
As expected. i1, exhibits the previously discussed I/ m* T
dependence.
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IV. EFFECTIVE-CHARGE ALLOY SCATTERING

In this section, we combine the results of Secs. IT and 11}
utilizing the effective-charge model leading to Eq. {27). In
order to include alloy compositions in the expression for mo-
mentum relaxation rate, we use the results expressed by Egs.
(6) and (8). The effective charge Z, equals the potential
strength ¥, of Eq. (6}, and so on for Z,, Z, and Z,,.

For comparison to III-V alloys, such as
In, _,Ga,As, P, _,, the concentration n, of Eq. (27) equais
(1 — x) ¥,;; where N}, = 4/a’ is the concentration of group-
III sublattice sites and a is the lattice parameter and so on for
Rg,nc,and ny.

A further simplication results from specifying the
screening length 1/8 due to the high concentration of va-
lence electrons as equal to half the interatomic spacing. The
proper value to use for screening length is not known accura-
tely and, furthermore, it needs to be specified self-consistent-
ly with the atomic potentials &, etc. Our choice of half the
interatomic spacing for 1/5 is merely a qualitative first step
in this problem.

From Eqgs. (6) and (8), the effective charges for atoms in
the quaternary alloy 4, _,8,C,D, _, are

Z, =yxZ,BC)+ (1 -y xZ,(BD), (29a)
Zy=pix-1)Z,(BC)+{l —ylix-1)Z,(BD), (29b)

Ze=x{y—1)Z,BC)+ (1 —x)ly = 1) Z,l4C),
{29¢!

Z, = xyZpBC) + (1 = x) pZ,|AC), (29d)

where eZ ,{BC ) is the effective charge for alloy scattering by
an isolated A atom in the binary compound BC, etc.
Combining Egs. (27) and (29}, we obtain

v, = (3e‘amdk /27 R
X [x{1 —x)[ yZg(dC) + (1 = y) Z4(4D))?
+ M1 =P [xZp(BC) + (1 —x) Z,ACY))
X{3 — 8¢ + 6¢*). (301

Equation (30) indicates that alloy scattering in the quater-
nary alloy In, _,Ga As P, _,, for example, is determined
over the entire composition plane (x, y} by the four effecuive
charges of dilute Ga atoms in InAs [i.e., Z414C)] and InP,
and by the effective charges of dilute P atoms in GaAs and
InAs.

As an application of Eq. (30), consider the ternary ailoy
Al Ga, _ Asbysetting y = 1. In this case. the magnitude of
the effective charge of dilute Al in GaAs is Z,(4C)
= Z,,(GaAs)and this is the only effective-charge parameter
appearing in Eq. (30) when y = 1. In Fig. 1 we show theoreti-
cal calculations of electron Hall mobility (solid curvel com-
pared to measurements by Chandra and Eastman® on
Alj 155Gag eas As from 26 to 300 K. The theoretical curve
includes piezoelectric, acoustic, polar-optical, alloy, and
Brooks-Herring ionized-impurity scattering with nonpara-
bolic Kane bands and admixed electron wave functions.™'*
The Boltzmann equation for gaivanomagnetic transport is
solved by the contraction mapping method discussed pre-
viously.” and numerical resuits are obtained by iteration of
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FIG. 1. Electron Hail mobulity of AL, .. Ga,, ... As at 2-kG magnetic field vs
latuice temperature from 26 to 300 K. Expennmental points were measured
by Chandra and Eastman isee Ref. 2). Theoretical curve 1s a best-fit obtained
by varying alloy-scattenng effective-charge eZ ,,/GaAsi and 1omized-accep-
tor concentration. Best fit occurs for Z,,1GaAs) = 0.145e.

the contraction mapping solution with finite magnetic field.
Parameters used in the calculation are listed in Table I. We
have corrected the experimental measurements® of electron
concentration for finite Hall factor and assumed no freeze-
out.

The effective-charge Z,,(GaAs) and ionized-acceptor
concentration were varied to achieve a best fit with expeni-
mental data.’

We obtained | Z,,({GaAs)| = 0.145 which is satisfyingly
less than unity. Nevertheless, the empirically derived effec-
tive charge is sensitive to the assumed screening length 1/8
of Eq. {30). We set 1/8 equal to half the interatomic spacing
as discussed above.

V. CONCLUSION

A formulation for alloy scattering is derived for isotrop-
ic short-range scattering potentials of arbitrary form. The
partial electron drift mobility, within the Born approxima-
tion, depends upon electron effective mass and temperature

as 1/ym* T in the effective-mass limit.

TABLE 1. Parameters used in the simulation® of Aly 45 Gag ga3 AS.

Energy gap 1.76 eV

Effective mass 0.082 m

Optical dielectric constant 10.44

Static dielectric constant 12.53

Polar phonon energy 433 K

Longitudinal stiffness 1.4 10'' N/m’?
Acoustic deformation potential 7.2 eV
Prezoelectric coefficient 0.052

Magnetic-field strength® 2 kG

Free-electron concentrauon® 2.9x10'* cm~?
lonized-acceptor concentration 2.9 x 10" cm =’
lomized-donor concentration 5.8 x 10 ¢cm =

e — - - _ _— __

*SETA simulations (Semiconductor Electron Transport Analysis| were
performed by Pendragon Associates, Nine Prado. St. Louts, MO 63124,

® From Ref. 2, including corrections for simulated values'* of Hall factor.

8430 J. Appl. Phys., Vol. 54, No. 11, November 1983

The potential strength for alloy scattering is derived
under the assumption that potennial sirength vanes linearly
with nearest-neighbor and second-nearest-neighbor lattice
compositions. Under thz addinonal assumptien that the po-
tential strength of an .4 atom 1n the binary compound 8C is
equal in amplitude to that of a B atom in the compound 4C,
the electron scattering rate for ternary alloyvs varies with
composition X acco.ding 10 x{1 — x) in agreement with pre-
vious results.® For quaternary alloys, the corresponding de-
pendence on composition x and y includes x({! — x) and
y1 — yi terms as well as additional cross terms involving xy,
x°y, xy*, and Xy,

Local atomic alloy-scattering potentials are modeled in
terms of screened-Coulomb potentials with fractional effec-
tive charges. The scattering rate for quaternary alloys is giv-
en in terms of the four effective charges of isolated atoms in
the corresponding four endpoint binary compounds. For the
ternary alloy Al Ga, _, As the magnitude of the effective
charge of isolated Al in GaAs is estimated to be 0.145¢ for
screening length equal to half the interatomic spacing.

In future work, we hope to better define the local atomic
potential for alloy scattering by finding potential functions
which are derivable from measurements which are indepen-
dent of electron transport measurements, ¢.g.. Raman scat-
tering and neutron-diffraction measurements of phonon

spectra.
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APPENDIX A

Within the assumption of alloy-scattering potential
strength varying linearly with sublattice alloy compositions,
a general equation can be written for the potential strength
¥V, of atomic species /. Suppose the crysta] consists of atomic
species 4, B, and C on one sublattice, and atomic species D,
E, and F on a second sublattice. Denote fractional sublattice
compositions by a, b, and c (for species 4, B, and C ). and by x,
». and z (for species D, E, and F). By assumption, we have

V,=a[xV,AD) + yV,AE) + 2V (AF)]
+b [xV,(BD)+ yV,(BE) + zV,(BF)]
+¢[xV (CD} +yV,(CE} + 2V (CF}], (Al)

where V,(JK) is the alloy-scattering potential strength of
dilute species / in the endpoint compound JK. Equation (A1)
is written for three species on each of two sublattices. In
general, for n sublattices, each endpoint potenual strength is
muitiplied by n compositions and ¥, has as many terms as
there are endpoint compounds. We limit the present treat-
ment to the nine-term expression given by Eq. (A1) for con-
venience.

The endpoint strength V,(JK | vanishes identically if 7 is
equivalent to J or K 1i.e., identical species and sublattice).
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Consequently, the potential strength for species 4 follows by
setting £ = 4 in Eq. [A}).

V,=b[xV,BD)+yV,BE)+zV,BF)]
+c[xV,(CD)+ yV,(CE) + 2V, (CF}]. (A2)

Vg, Ve, etc., follow in similar fashion.
For example, if the alloy is 4, _,B,C,D, _,, Eq. (A])
yields V, as follows:

V. =xpV,(BC)+ x{1 —y) V,(BD). (A3)

Equation (A3} is identical to Eq. (6b).

As another example, consider the zincblende alloy
In, _,_,Ga, Al As. The alloy-scattering potential strength
for In atoms follows from Eq. (A1).

Vin = xV,,(GaAs) + yV, (AlAs) (A4

and similarly for ¥, and V,,. Of course, ¥, vanishes iden-
tically since there is only one As sublattice species.
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